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a b s t r a c t 

The Zuber pool-boiling hydrodynamic instability theory establishes that the critical heat flux q CHF, Z is 

based on rising surface vapor columns with liquid counterflow in a unit cell the of size of the critical 

wavelength λc determined by the Kelvin-Helmholtz and Rayleigh-Taylor interfacial instabilities. In the 

flow boiling, the forced velocity u l, o creates a leading-edge region complementing these phase-buoyant 

flows and breaking the periodicity of the Zuber unit cell. Here, with the direct numerical simulations 

(DNS), i.e., CFD-VOF-LES, of the Zuber unit cell for saturated water (one atm), the effect of u l, o on the 

hydrodynamic dryout q CHF,h is examined. The results show that the upstream liquid flow penetrates the 

boiling region, forming surface liquid tracks meandering between the vapor columns, and upon q CHF,h 

these tracks become unstable causing surface dryout. For u l, o as small as 5 cm/s, the axial liquid inertia 

deflects the vapor track and establishes the surface liquid track, raising q CHF,h noticeably over q CHF, Z and 

this is in good agreement with the available experiments. From the available theories, DNS-results and 

dimensional analysis, a relation is found between u l, o and λc establishing the wavelength modulation 

enhancement of the q CHF,h by increasing u l, o which decreases λc . In this new relation q CHF,h is proportional 

to u 1 / 6 
l, o 

. The limit on this modulation enhancement is the capillarity limit q CHF,c = 3.3 MW/m 

2 compared 

to q CHF, Z = 1.1 MW/m 

2 

Next, the DNS results show that anisotropic arrangement of the vapor sites stabilizes the surface liq- 

uid track, thus increasing the q CHF,h . This geometric control of the vapor sites is achieved with a 3-D 

perforated porous coating, e.g., the flow-boiling canopy wick (FBCW). This geometric-modulated CHF en- 

hancement is much larger than the wavelength-modulation enhancement and its vapor shear instability 

limit is overcome with the use of levees (geometric confinement) allowing for q > 10 MW/m 

2 . However, 

the FBCW has an internal capillary-viscous limit q CHF,c−v (about 5.2 MW/m 

2 using sintered-powder wick) 

which favors small λc and currently is the bottleneck for achieving extremely large q CHF,h (which favors 

large λc ). 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

In boiling crises, the competition between the liquid supply to 

he heated surface and the escaping generated vapor results in lo- 

al surface dryout and this two-phase hydrodynamics has been the 

ubject of theoretical and experimental studies and reviews [1–3] . 

n recent years, in particular as related to the thermal manage- 

ent of high heat flux devices, the control and enhancement of 

he dryout limit (critical heat flux, CHF) has brought renewed in- 

erest in understanding the boiling crises. In addition, advances in 

he computational two-phase flows [4,5] and turbulence modeling 
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6–8] have allowed for the direct numerical simulations (DNS) and 

loser examination of the assumptions applied in the theoretical 

reatments. 

The Zuber two-phase hydrodynamic instability theory of sat- 

rated pool boiling postulates that the CHF phenomenon is trig- 

ered by a combination of the Kelvin-Helmholtz and the Rayleigh- 

aylor instabilities [9] and this was later expanded in [10,11] . Re- 

ently, the pool boiling CHF mechanism was simulated numeri- 

ally (Lattice-Boltzmann Method), providing physical insights on 

he triggering mechanism for the boiling crisis [12] and the roles 

f surface wettability in reducing the surface superheat [13] and 

apor recoiling in the formation of hot spots [14] . In saturated 

ow boiling, the inertia of the forced flow increases the CHF 

bove the pool boiling limit and comprehensive reviews on the 

xisting mechanistic CHF models are given in [15,16] . Among the 

https://doi.org/10.1016/j.ijheatmasstransfer.2022.123051
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Nomenclature 

A area (m 

2 ) 

Bo L Bond number, 
(ρl −ρg ) gL 2 

σ
C inertial coefficient 

c p heat capacity (J/kg-K) 

D, d diameter (m) 

Eo L Eötvos number, 
(ρl −ρg ) gL 2 

σ

Fr L Froude number, 

[
ρl u 

2 
l, o 

g(ρl −ρg ) L 

]1 / 2 

G/A thermal conductance [K/(W/m 

2 )] 

g gravity (m/s 2 ) 

H, h height (m) 

�h lg heat of evaporation (kJ/kg) 

K permeability (m 

2 ) 

k thermal conductivity (W/m-K) 

L, l length (m) 

M dynamic pressure ratio, 
ρg u 

2 
g 

ρl u 
2 
l 

Ma g Mach number, 
v g, o 

u a 
p pressure (Pa) 

P first velocity gradient invariant (1/s) 

Q heat flow rate (W), second velocity gradient invari- 

ant (1/s 2 ) 

q heat flux (W/m 

2 ) 

R curvature radius (m), third velocity gradient invari- 

ant (1/s 3 ) 

Re L Reynolds number, 
ρ f u f L 

μ f 

S symmetric part of strain rate tensor (1/s) 

t time (s) 

T temperature (K) 

u velocity vector (m/s) 

u axial velocity (m/s) 

u a speed of sound (m/s) 

v lateral velocity (m/s) 

V volume (m 

3 ) 

w perpendicular velocity (m/s) 

W, w width (m) 

We L Weber number, 
ρl u 

2 
l, o 

L 

σ
x axial position (m) 

y lateral position (m) 

z perpendicular position (m) 

Greek symbols 

α void fraction 

δ liquid thickness (m), interfacial perturbation 

ε porosity 

κ wavenumber (1/m) 

λ length scale (m) 

μ dynamic viscosity (Pa-s) 

ν kinematic viscosity (m 

2 /s) 

ρ density (kg/m 

3 ) 

σ surface tension (N/m) 

ω vorticity (1/s) 

� antisymmetric part of strain rate tensor (1/s) 

Subscripts 

c capillary, critical 

ca canopy 

ch channel, choking 

CHF critical heat flux 

c − v capillary-viscous 

e evaporator 
t

2

f fluid 

g gas/vapor 

h hydrodynamic 

i index 

j index 

k index 

K Kolmogorov 

KH Kelvin-Helmholtz 

l liquid 

lg liquid-gas phase change 

max maximum 

n normal 

o outlet 

p particle, post 

per perforation 

ps plain surface 

RT Rayleigh-Taylor 

s surface 

sh superheat 

Z Zuber 

Others 

¯ temporal average 

˜ filtered 

′ perturbation/fluctuation 〈 〉
spatial average 

∗ dimensionless 

ow-boiling CHF models is the interfacial lift-off model, which 

ombines a separated two-phase model with the Kelvin-Helmholtz 

nd the Rayleigh-Taylor interfacial instabilities triggering the crisis 

17–19] with good agreement between the predictions and experi- 

ents for rather narrow channels. 

Although the bubble nucleation sites and bubble dynamics are 

tochastic, the Zuber theory of boiling crises and its extensions are 

ased on two-phase unit cells, with periodic arrangement of the 

apor columns. This periodicity (multiple symmetry) is suitable to 

he DNS of the boiling crises. High-fidelity simulations have been 

pplied to different aspects of the pool and flow boiling phenom- 

na (e.g., cavity activation, bubble growth cycle) [5,20] , however, 

here are few studies of the flow boiling CHF. In [21,22] , a model

s proposed identifying CHF based on the local liquid film thick- 

ess compared with the amplitude of the interfacial waves in mi- 

rochannels and using a separated flow model to resolve the flow 

eld. In [23] , a full 3-D CFD solver resolves the flow including mass 

ransfer mechanisms, and the evaporation/condensation for differ- 

nt microchannel geometries, although before the CHF. 

Using the unit-cell based DNS, in addition to verifying the theo- 

etical predictions of the flow boiling crises, allows for modulation 

f the vapor column sites and explores the enhancement of the hy- 

rodynamic CHF through this control. These modulated vapor sites 

re created using a porous metasurface [24] , and this is explored 

ith 3-D capillary structures such as the flow-boiling canopy wick 

25–27] . However, the porous metasurface has an internal capillary 

iscous limit which may not allow reaching the higher modulated 

ydrodynamic limit. 

Here, we review the unit-cell based, hydrodynamic instability 

heories of the pool and flow boiling (and their relations) and use 

hem as the bases for relating the heat flux dryout limit to the 

apor-site configuration. We use the DNS results to verify the theo- 

etical predictions and to explore the hydrodynamic CHF enhance- 

ents by vapor-site modulation. Snapshots of phase distribution 

re used to monitor time variations of the liquid track width in 

he leading-edge close to the heated surface and identify its even- 

ual dryout. Three hydrodynamic-limit regimes are defined, the 



J. Ferreira and M. Kaviany International Journal of Heat and Mass Transfer 194 (2022) 123051 

w

t

fi

m

v

r

2

2

a

p

h

a

b

i

d

i

i

v

λ

T

i

w

λ

S

g

e

E

n  

t

B

w

a

f

F

B

l

l

F  

a

s

t

l

p

[

p

 

a

Fig. 1. Spatial distribution of vapor columns, with counter flowing liquid, on a hor- 

izontal flat plate in the Zuber critical heat flux model. This is the Zuber unit cell. 
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avelength, the geometric, and the geometric-confined modula- 

ion regimes, and their boundaries are explored analytically using 

rst principles. The related porous metasurfaces allowing for the 

odulations of the vapor sites and liquid supply, and the capillary- 

iscous limit are also treated. The quantitative results are for satu- 

ated water at one atm. 

. Boiling hydrodynamic instability theories 

.1. Zuber pool boiling CHF theory and unit cell 

Initially separated two-phase flow has interfacial instabilities 

ssociated with it when there is relative motion between the 

hases [28] . The instabilities depend on the flow condition and can 

eavily impact the heat and mass transfer [29] . The linear stability 

nalysis considers the interface between liquid and vapor (gas) to 

e planar and horizontal with the phases moving with axial veloc- 

ties u g and u l . The derivation is summarized in Appendix A with 

etails available in [29] and [30] . When the less dense phase (gas) 

s on top, the system is initially stable. The Kelvin-Helmholtz (K-H) 

nstability arises when the relative velocity is larger than a critical 

alue | u g − u l | = u c . The corresponding K-H critical wavelength is 

KH = λc = 2 π

[
σ

g ( ρl − ρg ) 

]1 / 2 

. (1) 

he viscous effects are considered in [31] . 

When the more dense phase is on top, the Rayleigh-Taylor (R-T) 

nstability arises with the critical wavelength (the most dangerous 

avelength) 

RT ,d = 3 

1 / 2 2 π

[
σ

g ( ρl − ρg ) 

]1 / 2 

= 3 

1 / 2 λc . (2) 

o, the K-H and R-T critical wavelengths are related. The most dan- 

erous R-T 3-D waveforms are arranged in a square lattice with 

ach unit-cell side equal to the 2-D wavelength of Eq. (2) [29] . 

quations (1) and (2) can be expressed with the Bond (or Eötvos) 

umber (would become equal to 2 π and 3 1 / 2 2 π ), which is the ra-

io of buoyancy and surface tension forces 

o λ = 

g ( ρl − ρg ) λ2 
c 

σ
= 

We λ

Fr 2 λ
, (3) 

here the Froude and Weber numbers are a ratio of the inertial 

nd gravity forces and a ratio of the inertial and surface tension 

orces, respectively 

r λ = 

[
ρl u 

2 
l, o 

g ( ρl − ρg ) λc 

]1 / 2 

; We λ = 

ρl u 

2 
l, o 

λc 

σ
. (4) 

The capillary length l c is defined by the Bond number of unity, 

o λ = 1, and signifies requiring an extra external force to keep the 

iquid and vapor phases separate 

 c = 

[
σ

( ρl − ρg ) g 

]1 / 2 

. (5) 

or saturated water it is l c = 2.5 mm. The K-H and R-T wavelengths

re proportional to the capillary length. 

Different pool-boiling critical heat flux (CHF) mechanisms are 

ummarized in [29] . The Helmholtz instability mechanism states 

hat the generated bubbles create unstable columnar vertical 

iquid-vapor interface and the CHF occurs when these columns im- 

ede the counterflow of liquid, ceasing the liquid supply. Zuber 

9] adopted this mechanism as a basis for his theory for a flat 

late. 

As shown in Fig. 1 , the vapor columns are arranged in a square

rray with side λc = λRT,d from Eq. (2) , and column diameter d g = 
3 
λc , where a = 1/2. The square arrangement proposed by Zuber 

as later confirmed by Sernas et al. [32] . The CHF is then calcu- 

ated as the heat removed from this rising vapor columns 

 CHF = ρg v g,Z �h lg 

(
A g 

A 

)
Z 

, (6) 

nd the vapor velocity is found from K-H wavelength 

 g,Z = 

(
2 πσ

λKH ρg 

)1 / 2 

, (7) 

ith the area ratio 

A g 

A 

)
Z 

= 

πa 2 λ2 
c 

4 λ2 
c 

. (8) 

Substituting this velocity and area ratio into Eq. (6) results in 

he pool-boiling CHF 

 CHF = ρg �h lg 

(
2 π3 a 4 σ

λKH ρg 

)1 / 2 

, (9) 

ith λKH = λRT,d = πd g . Substituting this into Eq. (6) we find the 

uber CHF 

 CHF,Z = 

π

24 

ρg �h lg 

[
σ ( ρl − ρg ) g 

ρ2 
g 

]1 / 4 

. (10) 

The wavelength adopted by Zuber corresponds to a Bond num- 

er Bo λ = 81 and for saturated water at one atm, q CHF,Z = 1.1 

W/m 

2 . 

When it is possible to modulate the critical wavelength, as in 

33] using a porous metasurface, the pool-boiling hydrodynamic 

HF can be enhanced according to 

 CHF,h = 

π

8 

�h lg 

(
σρg 

λc 

)1 / 2 

, (11) 

here λc ≤ λRT,d is the modulated wavelength. The smaller wave- 

ength corresponds to smaller vapor columns, allowing for a larger 

apor velocity when the K-H instability is triggered. The q CHF,h en- 

ancement achieved by the wavelength modulation [discussed be- 

ow and for pool boiling reported in [33] ] is similar to the pool- 

oiling heater-size effect. Measured q CHF,h over the q CHF, Z have 

een reported using progressively smaller heaters, and the smallest 

eater size is considered to be the capillary length l c [10,34] . 
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Fig. 2. Schematic representation of the liquid- and vapor-phase flow distribution in the transition from (i) pool boiling to (ii) flow boiling. (a) The 2-D interfacial lift-off

model [17,18] (narrow channel). (b) 3-D DNS leading-edge surface liquid track model (wide channel). The models are based on the Zuber unit cell, and the dominant forces 

governing the CHF are the buoyancy, surface tension, inertial, and viscous. 
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.2. Flow-boiling CHF theories 

Differing from the pool boiling where the pressure gradient and 

he liquid momentum are in the gravity direction ( z direction), the 

orced, axial inertial component of flow boiling breaks the symme- 

ry of the counter, columnar two-phase flow of the Zuber unit cell 

hown in Fig. 1 . The smallest axial flow fundamentally alters the 

oundary conditions. 

Figure 2 illustrates this transition from pool to flow boiling, us- 

ng the Zuber unit cell as the basis. Predicting the flow-boiling CHF 

as traditionally been done empirically. Although the correlations 

an provide useful results, they cannot be used outside the lim- 

ts of their experiments, so we consider the first-principles, phys- 

cal mechanisms triggering the CHF. The liquid supply mechanism 

n flow boiling is essential in defining the mechanisms responsible 

or the boiling crises. Four different mechanisms have been pro- 

osed and are widely accepted [15] , namely, boundary-layer sep- 

ration model [35] , bubble-crowding model [36] , sublayer dryout 

odel [37] , and interfacial lift-off model [17,18] . The last one states 

hat the liquid is supplied from the top in the Zuber unit cell, how- 

ver in a moving frame of reference [19] . This does not address the

stablishment of a leading-edge liquid track on the surface. This 

xial, forced surface liquid flow meanders around the vapor gener- 

ted and escaping the surface. This fundamental change from the 

ool to the flow boiling leads to a jump in the critical heat flux 

ith the smallest forced flow (verified with the DNS). 

The interfacial lift-off model and the leading-edge, liquid track 

hear instability model, shown in Fig. 2 , are discussed below. 

The interfacial lift-off model [ Fig. 2 (a)(ii)] postulates that CHF 

ccurs when the momentum of the generated vapor produced in 

mall portions of the surface called the wetting fronts, responsi- 

le for providing liquid to the heated surface, overcomes the in- 
4

erfacial pressure force, lifting the liquid away from the surface. In 

rder to perform this balance, it employs three submodels. (i) A 

eparated-flow model to determine the velocities and thicknesses 

f liquid and vapor in the channel. (ii) A hydrodynamic stability 

odel which employs the results from the previous model to pre- 

ict the interfacial shape and the critical wavelength of the vapor 

ayer. (iii) A CHF trigger mechanism model, determined consider- 

ng both the critical wavelength of the vapor and the Helmholtz 

avelength in the wetting front [19] . This is identical to the Zu- 

er formulation, where the surface is modelled as square unit 

ells containing vapor jets surrounded by liquid, with the jet di- 

meter half the critical vapor wavelength from the second sub- 

odel, d g = λc / 2 . The implementation of this model is discussed 

n [26,27] . 

The interfacial lift-off model is based on experimental measure- 

ents in a narrow channel ( W < λc ) with a single row of vapor

ets. Figure 2 (a) schematically illustrates the liquid and vapor flows 

n a narrow channel for pool and flow boiling conditions. The va- 

or expansion occupies the entire bottom portion of the channel, 

iverting the liquid upward and preventing the formation of a sur- 

ace liquid track. Liquid supply is limited to the wetting fronts. The 

ritical vapor wavelength λc corresponds to the vapor momentum 

ifting the interface, interrupting the liquid supply. 

The axial velocities u f ( f = g or l for vapor and liquid) are found

rom the 2-D separated-flow submodel and employed in the fol- 

owing submodel (hydrodynamic stability theory) to determine λc . 

he ascending vapor velocity and the liquid make-up velocity are 

ound from the third submodel. In [19] , the effect of the axial flow 

n the wetting fronts mimics the behavior of a moving wall gen- 

rating columnar vapor jets, similar to the hydrodynamic instabil- 

ty present in Zuber analysis (the only difference being the moving 

rame of reference). 
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Fig. 3. Wavelength modulation of pool and flow-boiling dryout heat flux based on 

the Zuber unit-cell model. The pool-boiling results [33] are given by Eq. (11) and the 

flow-boiling interfacial lift-off theory results [17,18] are given by Eq. (12) , and they 

are identical. The water-adjusted pool-boiling experimental results of [33] using a 

modulated porous coating are also shown. 
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Similar to the pool boiling q CHF,h of Eq. (11) , the interfacial lift- 

ff theory [17–19] of flow-boiling dryout results in 

 CHF,h = ρg �h lg 

π

8 

(
σ

λc 

)1 / 2 

⎡ 

⎢ ⎣ 

(
ρl + ρg 

ρl ρg 

)1 / 2 

1 + 

ρg 

ρl 

π
( 16 −π) 

⎤ 

⎥ ⎦ 

, (12) 

here λc is found from the 2-D separated flow model and interfa- 

ial instability submodels [19] 

c = 2 π

⎡ 

⎣ 

ρ ′ 
l 
ρ ′ 

g ( u g − u l ) 
2 

2 σ
(
ρ ′ 

l 
+ ρ ′ 

g 

) + 

⎧ ⎨ 

⎩ 

[ 

ρ ′ 
l 
ρ ′ 

g ( u g − u l ) 
2 

2 σ
(
ρ ′ 

l 
+ ρ ′ 

g 

)
] 2 

+ 

( ρl − ρg ) g cos (φ) 

σ

}1 / 2 
] −1 

, (13) 

here ρ′ 
f 

= ρ f tanh 

−1 ( κH f ) is the modified phase density, H f is 

he height occupied by the phase. The liquid and vapor phase ve- 

ocities are calculated as 

 g = 

qx 

ρg δ
(
c p,l �T sub + �h lg 

) , (14) 

 l = 

u l, o H 

H − δ
− qx 

ρl (H − δ)(c p,l �T sub + �h lg ) 
, (15) 

here δ is the thickness of the vapor layer, from the separated 

ow model. The last term on the right of Eq. (12) is from the as-

ending vapor velocity and is related to the Helmholtz instability 

 g,H − v l,H = 

(
2 πσ

λH 

)1 / 2 
(

ρl + ρg 

ρl ρg 

)1 / 2 

. (16) 

he continuity equation gives 

 l,H = 

ρg 

ρl 

(
π

16 − π

)
v g,H . (17) 

The relationship between q CHF,h and the critical interfacial 

avelength given in Eq. (12) for flow boiling in the interfacial lift- 

ff model is functionally identical to Eq. (11) , derived in [33] for 

ool boiling. Both express how q CHF,h can be modulated by λc 

nd we will later discuss the control of λc with metasurfaces. 

quation (11) was derived from the momentum balnce of vapor 

merging from the surface with a modified wavelength λc . 

This wavelength modulation, achieved experimentally through 

orous metasurface with a periodic strucutral modulation of length 

c supersedes the dependence only on the thermophysical proper- 

ies given by the Rayleigh-Taylor wavelength, Eq. (3) . This allows 

or the CHF enhancement beyond the Zuber limit for plain surface 

33] . 

The interfacial lift-off theory identifies a similar dependency of 

he q CHF,h on the interfacial wavelength, obtained from the stabil- 

ty analysis of the 2-D two-phase flow using the separated flow 

odel. The forced flow u l, o alters the characteristic wavelength λc , 

nhancing the q CHF,h similar to that achieved by λc modulation in 

ool boiling [33] . 

Equations (11) and (12) have identical λc dependence as shown 

n Fig. 3 . In [33] a non-uniform porous coating was used with pen-

ane as the fluid to modulate the λc and their experimental re- 

ults (adjusted for water properties) are shown in Fig. 3 , with good 

greement to Eq. (11) . 

While Fig. 3 shows the flow boiling q CHF,h is equivalent to 

he surface wavelength modulation of pool boiling, we expect the 

nisotropic liquid inertia u l, o to alter the dryout crisis differently, 

nd here we suggest a leading-edge surface liquid track insta- 

ility guided by direct numerical simulation results. In Fig. 2 (b), 
5 
his transition of the two-phase flow and distribution from the 

ool (i) to flow boiling (ii), under a wide-channel ( W ch > λc ) treat-

ent is rendered and fundamental forces outlined. The Zuber va- 

or columns of pool boiling are deflected in the flow direction, 

hile a surface liquid track is formed in the leading-edge region 

nd meanders around the vapor columns. This surface liquid track 

rovides the axial liquid supply to the heated surface. This con- 

rasts with the liquid supply in the interfacial lift-off theory with 

he submodel based on a narrow channel, where the liquid supply 

s from the top at the wetting fronts, triggering a Rayleigh-Taylor 

nstability (liquid on top of vapor). 

The two-phase flow rendered in Fig. 2 (b)(ii) is hydrodynami- 

ally stable, with the surface liquid track formed in the leading- 

dge region beneath the vapor domain. As the vapor accelerates 

ownstream, however, the interface relative velocity reaches a crit- 

cal value, triggering the Kelvin-Helmholtz instability. This mecha- 

ism is dubbed the leading-edge surface liquid track instability and 

roposes the dryout is reached when the vapor shear causes the 

urface liquid track to shear break with the K-H instability down- 

tream. The wide-channel condition W ch > λc allows for the lateral 

eriodic treatment and formation of the liquid track, fundamen- 

ally altering the dryout mechanism. This is guided by direct nu- 

erical simulation of flow boiling using the Zuber unit cell as the 

asis, and existing experimental results. 

. Direct numerical simulations (DNS) 

Figure 2 (b)(ii) renders the computational domain used in the 

irect numerical simulations (DNS) of flow-boiling and its crisis 

surface dryout). The inlet liquid velocity u l, o is prescribed up- 

tream, on the heated metasurface ( z = 0) the vapor and liquid 

ows are prescribed for a given heat flux, lateral ( x − z plane) pe- 

iodicity is used, shear-free top surface ( z = H ch ), and continuous 

ow condition are used at the outlet downstream. Saturated wa- 

er (one atm) is assumed. The related two-phase fluid mechanics 

transient, 3-D Navier-Stokes equations) are solved numerically us- 

ng ANSYS Fluent [38] . The treatment of turbulence is with Large 

ddy Simulations. The unit-cell geometric parameters are related 

o heat flux according to Eq. (11) , which is for pool boiling, how- 

ver this critical heat flux depends on forced flow velocity u l, o . 

he computational domain contains two axial and two lateral unit 

ells, with lateral periodicity. A leading and a trailing-edge re- 

ion are added for more realistic upstream and downstream flow 
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Table 1 

CFD condition and dimensionless numbers for different velocity regimes in the wavelength modulation regime. 

Velocity regime q , MW/m 

2 u l, o , m/s λc , mm Re l Re g Fr λ We λ Bo λ Ma g M

Low 1.35 0.05–0.25 17.7 3 × 10 3 –15 × 10 3 5.7 × 10 3 0.1–0.6 0.7-18 50 0.01 0.45 

Moderate 1.75 0.25–1 9.4 7.9 × 10 3 –32 × 10 3 3.9 × 10 3 0.8–3.3 9.6-153 14 0.02 0.04-0.75 

High 3 1–3 2.98 10 × 10 3 –30 × 10 3 2.1 × 10 3 5.8–17.5 49–439 1.4 0.03 0.015-0.14 
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onditions. The vapor-column metasurface velocity and countering 

iquid flow are related to heat flux through 

 g, o = 

qA 

ρg �h lg A g 
; v l, o = 

qA 

ρg �h lg ( A − A g ) 
, (18) 

here A is the unit-cell heated surface area and A g the vapor col- 

mn area, shown in Fig. 2 (b). As an example, for saturated wa- 

er at one atm and q = 1.75 MW/m 

2 , v g, o = 8.84 m/s and v l, o =
.95 mm/s. As expected, the vapor velocity is about four orders-of- 

agnitude larger than the liquid. 

An important distinction is that, in the channel, it is assumed 

hat the two-phase flow is under saturated liquid-vapor condi- 

ion (no evaporation or condensation), and the predicted results 

re compared with the saturation boiling experiments. No phase 

hange is included in the two-phase flow, therefore empirical mod- 

ls for evaporation and condensation are not used. For the case 

f a plain surface, discussed in Section 4 , the evaporation and 

he return of liquid to the surface are based on the Zuber unit 

ell model/theory as surface boundary conditions under saturated 

iquid-vapor condition. For the porous metasurfaces, discussed in 

ection 6 , the vapor generation occurs in the evaporator layer wick 

f the FBCW, where the liquid is supplied to the evaporator layer 

hrough the porous posts which in turn are irrigated by the porous 

nd perforated canopy. The liquid-film evaporation in the evapo- 

ator layer is modeled with one-dimensional heat conduction and 

he liquid film surface is assumed to be at the saturation tem- 

erature. So, the superheat is within the monolayer wick which 

s under local thermal equilibrium between the solid and liquid 

hase and the vapor is also at the saturated temperature (not su- 

erheated). 

.1. Dimensionless numbers 

The liquid and vapor inertial forces are scaled with their respec- 

ive viscosities in the Reynolds number for the liquid and vapor 

hases. As mentioned earlier, the role of the liquid-vapor interfa- 

ial tension is presented by the Weber number using the liquid in- 

rtia. For the role of gravity (buoyancy), the Froude number using 

he liquid inertia is used in Eq. (4) . The compressibility limit of the

apor is addressed with the Mach number using the vapor speed 

f sound (for Mach number smaller than 0.3, the compressibility 

ffects are neglected). The Zuber unit-cell size presented by wave- 

ength λc is used for the length scale. In addition to Eq. (4) , the

eynolds numbers, Mach number [4] , and vapor to liquid inertial 

atio are defined as 

e l = 

ρl u l, o λc 

μl 

, Re g = 

ρg v g,o λc 

μg 
, 

a g,per = 

v g,per 

u a 
, M = 

ρg u 

2 
g 

ρl u 

2 
l 

. (19) 

he range of these dimensionless numbers are summarized in 

able 1 for the range of liquid velocity u l, o , typical heat flux, and

he Zuber unit-cell presented by wavelength λc . 

.2. Treatment of liquid-vapor interface: Volume of fluid (VOF) 

ethod 

Due to its mass conservation characteristics, the VOF method is 

referred over the level-set method, but authors have employed a 
6 
ombination of both [39] . In the VOF treatment, a single continu- 

ty and momentum conservation equations are used with an addi- 

ional equation for the phase identifier, i.e., the volume fraction α

∂ 

∂t 
(αρg ) + ∇ · (αρg ̃  u g ) = 0 . (20) 

he phasic properties are used for the VOF properties, for example 

f = αρg + (1 − α) ρl , (21) 

f = αμg + (1 − α) μl . (22) 

The simulation time step restriction is based on the convection 

erm, namely the Courant-Friedrichs-Lewy (CFL) condition [40] , 

hich states that the Courant number should be less than 0.25 

o = �t 

(
˜ u f 

�x 
+ 

˜ v f 
�y 

+ 

˜ w f 

�z 

)
≤ Co max . (23) 

.3. Large eddy simulation (LES) 

For a more accurate calculation of the two-phase flow turbu- 

ence, especially the flow adjacent to the heated metasurface and 

he state of the surface liquid track, the CFD simulations were con- 

ucted using the LES [41] . In the LES, the large turbulent eddies are

esolved directly, while the small (i.e., subgrid) eddies are modeled. 

he momentum and mass are transported mostly by the large ed- 

ies which are significantly affected by the geometry and bound- 

ry conditions, while the small eddies tend to be more isotropic, 

nd the conventional turbulent models are more suited for their 

rediction. 

A filter is applied to the Navier-Stokes equations, effectively cut- 

ing off eddies smaller than the grid size. This filtering is analogous 

o the finite volume discretization. 

These filtered Navier-Stokes equations are 

∂ρ f 

∂t 
+ 

∂ 

∂x i 

(
ρ f ̃  u f,i 

)
= 0 , (24) 

∂ 

∂t 

(
ρ f ̃  u f,i 

)
+ 

∂ 

∂x j 

(
ρ f ̃  u f,i ̃  u f, j 

)
= 

∂σi j 

∂x j 
− ∂ ̃  p 

∂x j 
− ∂τi j 

∂x j 
, (25) 

here σi j is the viscosity stress tensor component and τi j is 

he subgrid-scale stress component, described in Appendix B . The 

ubgrid-scale resulting from the filtering operation requires mod- 

ling. As in Reynolds-averaged Navier-Stokes (RANS) equations, the 

oussinesq hypothesis is employed and the stresses are [42] 

i j −
1 

3 

τkk δi j = −2 μ f,t ̄S i j . (26) 

Alongside the void-fraction, the Q-criterion, a vortex identifi- 

ation method, also shows that vortices are limited to the vapor 

hase. The vorticity is 

 = ∇ × u f , (27) 

nd its presentation requires the velocity gradient tensor invari- 

nts, P , Q , and R . These invariants are the coefficients of the cubic

haracteristic polynomial det (∇u f − λI ) , i.e., 

3 + P λ2 + Qλ + R = 0 , (28) 
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Fig. 4. (a) Predicted distribution of the instantaneous, constant interfacial shear-flow turbulent kinetic energy Ē f,t contours in the axial midplane for plain surface for q = 

1.75 MW/m 

2 , u l, o = 0.5 m/s. (b) Contour of constant time-averaged turbulence kinetic energy Ē f,t . Instantaneous contours of constant (c) invariant Q = 1 1/s 2 , and (d) eddy 

viscosity μ f,t . The results are for saturated water at one atm, and y = 0. 
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here P = −S ii , Q = 

P 2 −S i j S ji +�i j � ji 

2 , and R = 

−P 3 +3 PQ−S i j S jk S ki −3�i j � jk �ki 

2 . For incompressible flows, the first 

nvariant is P = 0 (since ∇ · u f = 0), so the so-called Q-criterion is

erived based on the second invariant [43] , and is 

 = 

1 

2 

(‖ 

�‖ 

2 − ‖ 

S ‖ 

2 
)
, (29) 

here S is the symmetric part of the strain rate tensor and � is 

ts antisymmetric part (vorticity tensor). The Q-criterion states that 

 > 0 represents a vortex. There are other methods for vortex iden- 

ification available [44] , however we use Eq. (29) . Further discus- 

ions of the turbulence treatment is given in Appendix B . 

Figure 4 (a) to (d) show the distributions in the axial mid- 

lane ( y = 0) of the turbulence quantities for q = 1.75 MW/m 

2 and

 l, o = 0.5 m/s. The black line denotes the liquid-vapor interface. 

igure 4 (a) and (b) show that the turbulence is generated at the 

iquid-vapor interface and it is noticeably more intense in the va- 

or phase, this is in agreement with recent studies of two-phase 

ES that show the occurrence of interface-generated turbulent ed- 

ies [45–47] . The peak in the turbulent kinetic energy Ē f,t is in the 

apor phase in the leading-edge region, where the incoming liq- 

id flow is severely deflected and broken by the vapor columns. In 

his region, the vapor inertia overcomes the surface tension to en- 

er the liquid channel flow. Near the liquid inlet, the relative liquid- 

apor velocity is the largest, because the liquid has not yet acceler- 

ted and the vapor velocity has not changed from its large magni- 

ude prescribed by the heat flux boundary condition, four-order-of 

agnitude larger than the liquid. 

Figure 4 (c) shows isosurface of the Q-criterion for Q = 1 1/s 2 

uperposed on the void fraction distribution in the axial mid- 

lane. All the vortical structures identified by the Q-criterion re- 
7 
ain within the vapor phase. Vortical structures dissipate turbu- 

ent kinetic energy [45] . Similarly, the eddy viscosity distribution is 

hown in Fig. 4 (d). It is calculated using Eq. (26) , is proportional to

he Reynolds stresses normalized by the mean strain rate. Its peak 

s observed just beneath the interface and is compatible with the 

istribution of the vortices (and the large gradient components) 

ccurring mainly within the vapor phase. These analyses of the 

urbulent quantities were repeated for all CFD runs with similar 

rends found regarding the turbulent vortical structure and distri- 

ution. 

.4. Dryout limit from the DNS 

The direct simulations are used to verify the CHF wavelength- 

odulation regime for the plain surface, while varying the liquid 

elocity u l, o . We begin by choosing a CHF and finding λc according 

o Eq. (11) . Several iterations are required to determine the rela- 

ion between u l, o and q CHF,h . In these iterations, either u l, o is varied 

hile q is kept constant or vice-versa (and consequentially unit- 

ell is changed). The outcome is the u l, o corresponding to q CHF,h 

alculated using Eq. (11) , which depends on the thermophysical 

roperties and the Zuber unit cell, presented by the wavelength 

c . So, the inlet velocity affects the λc , thus altering q CHF,h . 

So, for a given q , the λc is determined from Eq. (11) and for a

lain surface geometry, simulations are conducted with this wave- 

ength and progressively smaller u l, o to find the u l, o corresponding 

o the identified surface dryout (within the sensitivity of the prac- 

ical u l, o or q steps in the simulation). 

To determine dryout, the width of liquid track 〈 w l 〉 in the sim- 

lated unit-cell based domain of the heated surface is used. In- 

tantaneous as well as running-time average values are used. The 
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Fig. 5. (a) Snapshots showing the liquid track width 〈 w l 〉 at the location marked by the red strip. Time variations of the normalized liquid track width for (b) q = 1.35 

MW/m 

2 and u l, o = 0.05, 0.07 and 0.09 m/s, (c) q = 1.75 MW/m 

2 and u l, o = 0.25, 0.5 and 1.0 m/s, and (d) q = 3 MW/m 

2 and u l, o = 1, 1.5 and 2.5 m/s, respectively. The results 

are for saturated water at one atm. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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hase distribution in the x − y plane at elevation z = 0.25 mm is

sed to detect the liquid phase and a phase marker is used to 

easure this width. The liquid-phase volume with α < 0.5 has a 

arker value of 1, while the vapor-phase is marked with a value 

f 0. The liquid track width is determined as the summation of 

he marked pixels, and presence of vapor reduces 〈 w l 〉 . The sum-

ation is done over a rectangular domain ( �x �y ) and is then

ormalized by the integral length of the liquid track which is 

y = λc (3 1 / 2 − 1 / 2) ( �x = �y/ 10 ), as shown in Fig. 5 (a), i.e., 

 w 

∗
l 〉 = 

1 

�x 

�x ∑ 

i 

( 

1 

λc (3 

1 / 2 − 1 / 2) 

�y ∑ 

i 

f 

) 

, 

{
f = 0 , α ≥ 0 . 5 

f = 1 , α < 0 . 5 

. (30) 

igure 5 (b) to (d) show the time variations of the instantaneous 

nd running-time averaged dimensionless liquid track width. In or- 

er to account for the different velocities and wavelengths, a di- 

ensionless time, normalized by the fluid transit time is used, i.e., 

 

∗ = 

tu l, o 

λc 
. (31) 

he dashed lines denote the running-time average which is aver- 

ging over elapsed time t of n steps 

¯
 w 

∗
l 
〉 = 

1 

t 

∑ 

n 

〈 w 

∗
l 〉 . (32) 

hen the liquid supply was interrupted for a time period long 

nough to trigger the rapid rise in the surface superheat observed 

n the boiling crisis, dryout occurs. Here, this criterion for the dry- 

ut is when 

¯〈 w 

∗
l 
〉 < 0.1. These are marked in Fig. 5 (b) to (d). 

Figure 5 (a) defines the downstream location in the computa- 

ional domain where the liquid track is evaluated for dryout or 
8

ack of it. Figure 5 (b) to (d) show the dimensionless-time variations 

f the dimensionless liquid track width 〈 w 

∗
l 
〉 , for different heat 

uxes with progressively smaller inlet liquid velocities. In Fig. 5 (b), 

he heat flux is q = 1.35 MW/m 

2 , corresponding to λc = 17.7 mm

 Eq. (11) ], and u l, o = 0.05, 0.07 and 0.09 m/s. The running-time av-

rage from Eq. (32) is shown with broken lines. The surface dryout 

riterion of 〈 w 

∗
l 
〉 ≤ 0.1, marked by the red horizontal line, appears 

o present the breakup/interruption of the liquid track. Based on 

his, the dryout is marked for u l, o = 0.05 m/s, since the running 

ean is consistently below this dryout criterion. Figure 5 (c) is for 

 = 1.75 MW/m 

2 , corresponding to λc = 9.4 mm, and u l, o = 0.25,

.5 and 1 m/s. Again, dryout is observed for the lowest velocity, 

.e., 0.25 m/s. Figure 5 (d) shows the liquid track width variations 

or q = 3 MW/m 

2 , corresponding to λc = 2.98 mm, and u l, o = 1,

.5 and 2.5 m/s. Dryout is identified to occur when the liquid ve- 

ocity is u l, o = 1 m/s. 

The DNS allows for using Zuber pool-boiling surface unit-cell 

ssumption and then adding the forced flow u l, o . The case of u l, o =
 is not realized, but liquid velocities as small as 5 cm/s can be 

imulated without major computational time challenges. We will 

urther discuss this in the next section. 

Figure 6 shows the snapshots of the phase distributions for the 

ine flow-boiling conditions shown in Fig. 5 (b) to (d). The liquid- 

apor interface is green and the surface liquid track is blue. 

.5. Temporal and spatial resolution convergence 

The finest grid size investigated was �x i = 0.15 mm. Increas- 

ngly coarser grid sizes were evaluated and the value of �x i = 

.25 mm was selected since it presented an error of 1.9% at a rea- 

onable computational cost. Although at a reduced computational 
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Fig. 6. Snapshots of phase distribution and the liquid track for the nine DNS conditions of Fig. 5 , namely: q = 1.35 MW/m 

2 and u l, o = 0.05, 0.07 and 0.09 m/s, q = 1.75 

MW/m 

2 and u l, o = 0.25, 0.5 and 1.0 m/s, and q = 3 MW/m 

2 and u l, o = 1, 1.5 and 2.5 m/s, respectively. Velocities marked in red indicate cases for which dryout was observed. 

The results are for saturated water at one atm. The full video is available in the supplementary materials. (For interpretation of the references to colour in this figure legend, 

the reader is referred to the web version of this article.) 

Table 2 

Variation of running-time averaged dimension- 

less liquid track ( Eq. (32) ) for q = 1.75 MW/m 

2 

and u l, o = 1 m/s. 

�x i (mm) 〈 ̄w 

∗
l 
〉 |〈 ̄w ∗

l 
〉−〈 ̄w ∗

l 
〉 (�x i =0 . 15) | 

〈 ̄w ∗
l 
〉 (�x i =0 . 15) 

(%) 

0.15 0.303 0.0 

0.25 0.309 1.9 

0.40 0.343 13.2 

0.50 0.376 24.1 
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ost, coarser grid sizes ( �x i = 0.40 and 0.50 mm) resulted in inac-

urate measurements (error too high). As an example, Table 2 sum- 

arizes the variations of the running-time averaged liquid track 

 ̄w 

∗
l 
〉 , defined by Eq. (32) , with respect to progressively coarser grid 

ize, for q = 1.75 MW/m 

2 and u l, o = 1 m/s for saturated water at

ne atm. 

The time step was selected to satisfy the CFL condition which, 

ombined with the grid size, should result in Co ≤ 0.25. The 

dopted time step is �t = 0.25 μs. 

. Wavelength-modulation regime q CHF,h based on surface 

iquid track 

In Fig. 3 , it was suggested that using the Zuber model, the 

avelength variation of q CHF,h , i.e., its enhancement, is similarly 

chieved in pool and flow boiling. In pool boiling this has been 

chieved by non-uniform (3-D modulated with pitch λc ) porous 

oating and in plain-surface flow boiling by the liquid velocity u l, o . 

his is based on Zuber unit cell and surface vapor and liquid flow 

rescriptions. The support for this assumption/treatment is the ex- 

ected tendency that under u l, o → 0, we should recover pool boil- 

ng. However, the slightest u l, o would break the streamwise sym- 

etries and conditions. So, the relationship between λc and u l, o 
ould address how the anisotropy is created by u l, o and here we 
9 
xamine this as used in the interfacial lift-off submodel as it is 

ound by the DNS. 

In the lift-off submodel, Eq. (13) gives the dependency of the 

ritical wavelength λc on the velocity of the liquid-phase u l , given 

y Eq. (15) . Equation (13) indicates that buoyancy and surface ten- 

ion forces are balanced to determine the critical wavelength. At 

igh velocities, when the gravity is negligible, i.e., 
ρ′ 

l 
ρ′ 

g ( u g −u l ) 
2 

2 σ
(
ρ′ 

l 
+ ρ′ 

g 

) >> 

 

( ρl −ρg ) g cos (φ) 

σ

] 1 / 2 
= 400 1/m, or when the relative velocity u g −

 l ≥ 6.37 m/s, this becomes 

c = 

2 πσ (ρ ′ 
l 
+ ρ ′ 

g ) 

ρ ′ 
l 
ρ ′ 

g (u g − u l ) 2 
≈ 2 πσ

ρ ′ 
g (u g − u l ) 2 

, (33) 

uggesting a Weber number relationship, or dominance of the sur- 

ace tension component. 

In the interfacial lift-off submodel, the vapor momentum is de- 

ermined by the balance between buoyancy and surface tension, 

ig. 2 (a)(ii), i.e., the Weber number and Froude number squared 

which is the Bond number). This treatment, similar to that used 

y Zuber for pool boiling, does not include the liquid inertia, which 

urther prevents the vapor from displacing the liquid. The complete 

erivation is made available in Appendix A as presented in [29,30] . 

For flow boiling, the contribution of the forced axial flow cannot 

e neglected, as in Fig. 2 (b)(ii) the surface liquid supply depends 

n the axial flow. The forced liquid flow penetrates downstream 

nd through the vapor columns, based on the modulated Zuber 

nit cell, ensuring the irrigation of the heated surface. This mod- 

lation is responsible for the q CHF,h enhancement over the q CHF,Z 

nd is attributed to u l, o , as shown in Fig. 3 . 

The surface vapor columns disturb the surface liquid track and 

his disturbance depends on the inertia of the forced liquid flow 

nd the inertia of the escaping vapor columns, adjacent to the 

urface. Table 1 lists these liquid and vapor Reynolds number. So, 

hen including these inertiae, in particular the effect of liquid 
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Fig. 7. Variations of hydrodynamic CHF with the inlet velocity for saturated water 

(1 atm) in (a) linear and (b) log-log scales. (c) Variations of the critical wavelength 

with the inlet velocity. The results are predictions form the interfacial lift-off and 

surface liquid track models as well as the experimental and DNS results. 
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iscosity, which are not included in the K-H and R-T stability anal- 

sis, needs to be considered in the surface liquid track fluid me- 

hanics. As outlined in Fig. 2 (b)(ii) and with the snapshots shown 

n Fig. 6 , it is the continuous surface liquid track that irrigates the 

eated surface, and its interruption leads to the flow-boiling dry- 

ut. 

This effect can be included by multiplying the Bond number by 

he Reynolds number of the liquid phase. So here we proposed in- 

lusion of the liquid inertia, which is also present in the DNS, and 

ssume this product is a constant, 

We λ

Fr 2 λ
Re λ = Bo λRe λ = 

g(ρl − ρg ) λ2 
c 

σ

ρl u l, o 

μl 

= C 2 . (34) 

he constant C 2 is found from Table 1 , and for high velocities, C ≈
00. This relation between the critical wavelength and the inlet 

elocity is of the form λc ≈ u −1 / 3 
l, o 

. Rewriting Eq. (34) and replacing 

he wavelength from Eq. (11) , we have 

 CHF,h = 

π

8 

�h lg (σρg ) 
1 / 2 

[
g(ρl − ρg ) ρl u l, o 

C 2 σμl 

]1 / 6 

. (35) 

sing the capillary length l c , the dimensionless q CHF,h becomes 

q CHF,h 

ρ1 / 6 
g �h lg [ σ g(ρl − ρg )] 1 / 4 

= 

π

8 C 1 / 3 
Re 1 / 6 

λ
. (36) 

his is comparable to the dimensionless Zuber CHF, Eq. (9) , i.e., 

π

8 C 1 / 3 

u 

1 / 6 

l, o ,min 

ν1 / 6 

l 

[
σ

g(ρl − ρg ) 

]1 / 12 

= 

π
24 

ρg �h lg 

[ 
σ (ρl −ρg ) g 

ρ2 
g 

] 1 / 4 
ρ1 / 6 

g �h lg [ σ g(ρl − ρg )] 1 / 4 
, (37) 

here C = 200. 

Solving for the liquid inlet velocity, the minimum u l, o giving 

o q CHF,Z , we find u l, o ,min = C 2 
νl 

729 l c 
= 6 mm/s. Similarly, comparing 

q. (36) to the CHF for flow boiling given by Eq. (11) , for λc = l c ,

.e., q CHF,c we have 

π

8 C 1 / 3 

u 

1 / 6 

l, o , max 

ν1 / 6 

l 

[
σ

g(ρl − ρg ) 

]1 / 12 

= 

π
8 
�h lg (σρg ) 1 / 2 

[ 
g(ρl −ρg ) 

σ

] 1 / 12 

ρ1 / 6 
g �h lg [ σ g(ρl − ρg )] 1 / 4 

, 

(38) 

olving once again for liquid the inlet velocity, corresponding to 

 CHF,c is u l, o , max = C 2 
νl 
l c 

= 5 m/s. 

Figure 7 (a) shows the variations of the q CHF,h and critical wave- 

ength with respect to the inlet velocity for the interfacial lift-off

nd the surface liquid-track dryout models. The available experi- 

ental data for saturated water flow-boiling on plain surface CHF 

nd wider channels ( W ch > λc ) [48–51] are also shown. Pool boil- 

ng CHF data (corresponding to u l, o = 0 m/s and λc = λc,Z ) [52–

4] are marked on the y axis. The error bars denote the CHF mea-

urement uncertainty and the blue band depicts a 25% uncertainty 

n the value of the constant C in Eq. (34) . The DNS results obtained

ccording to the iterative process described in Section 3.4 are also 

hown. The three data points correspond to the lowest velocities 

 u l, o = 0.05, 0.25 and 1 m/s) from Fig. 5 (b) to (d), for q CHF,h =
.35, 1.75 and 3 MW/m2, respectively. The u 1 / 6 

l, o 
relation correlates 

ell the available data for the entire velocity range, presenting a 

maller maximum absolute error than the interfacial lift-off results, 

enoted by the red line. Figure 7 (b) uses log-log scale to show the

ow velocity results more clearly. Figure 7 (c) show the variations 

f the critical wavelength with the liquid velocity from the lift-off

nd surface liquid-track, DNS results. 

Both the high-velocity capillary limit, believed to be the up- 

er limit of wavelength modulation enhancement, and the zero- 

elocity (pool-boiling) limit are also marked. Experiments with 

ow velocities smaller than 1 cm/s are rather scarce in the liter- 

ture, so the minimum u l, o from Eq. (37) cannot be verified. 
10 
. Vapor-site geometric-modulation regime q CHF,h 

In the hexagonal surface vapor-site arrangement, the liquid 

rack meanders and this disturbs and can break its streamwise 

ontinuous surface coverage. In flow boiling the liquid supply may 

e exclusively from this axial flow, so the alignment of vapor sites 

ay matter. 

Figure 8 (a) renders these vapor escape sites (also referred to 

s surface perforations), following the Zuber unit-cell model, ar- 

anged in hexagonal (staggered) and square packing (inline, aligned 

ith the flow direction). Figure 8 (b) shows the time variations 

f the surface liquid track width 〈 w l 〉 for q = 1.75 MW/m 

2 and

 l, o = 0.25 m/s. Dryout is clearly observed for the staggered ar- 

angement. The inline arrangement presents an increase over the 

taggered, but less so than the inline rectangular vapor inlets. 
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Fig. 8. (a) Schematic representation of vapor sites and surface liquid track snap- 

shots in hexagonal arrangement, aligned with the inlet flow direction, and with 

rectangular perforations. Red label indicates dryout. The full video is available in 

the supplementary materials. (b) Time variations of liquid track width at different 

axial locations for q = 1.75 MW/m 

2 , u l, o = 0.25 m/s for saturated water (1 atm). 
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lthough the inline circular vapor site arrangement does initially 

stablish a clear path for the liquid flow, this path is taken over 

y the lateral expansion of vapor, thus nullifying any possible CHF 

nhancements. The rectangular slot geometry, proposed originally 

n [26,27,48] , with the high aspect ratio L per : W per helps direct the

apor towards the outlet. 

Neighboring vapor slots do not coalesce immediately close to 

he surface ( z = 0) due to a lateral vapor expansion prevention, 

mposed by the slot geometry, and axial liquid diversion, thus 

ddressing the shortcomings of the square-aligned circular vapor 

lots, allowing the formation of a continuous liquid track in the 

egion between perforations. 

.1. Vapor shearing of liquid track 

Since the surface liquid track is preserved, no dryout is ob- 

erved. Further downstream, the surface liquid track continues un- 

erneath the flowing vapor. This flow configuration can be ap- 

roximated by the case of two uniform fluids in relative horizon- 

al motion separated by a horizontal boundary [28] , as illustrates 

ig. 9 (a). 

Figure 9 (b) shows snapshots of phase distribution in the flow 

irection at different axial locations. The evolution of liquid track 
ig. 9. (a) Rectangular vapor slots aligned with the flow direction. (b) Snapshots of the 

 l, o = 0.5 m/s). (c) Variations of interfacial vapor wavelength with Kelvin-Helmholtz CHF 

11 
s highlighted at two elapsed times, 75 and 150 ms. After enough 

ime, the liquid track in the latter portion of the channel starts to 

ry and no wetting is observed from the middle of the channel 

nwards. This marks the geometry modulation limitation. 

Since the less dense fluid is on top, this condition is stable, but 

 critical relative velocity can be found for this flow configuration 

〈 u g 〉 a − 〈 u l 〉 a | = 

{ 

2 

ρ∗
g ρ

∗
l 

[
σ g(ρ∗

l 
− ρ∗

g ) 

ρ∗
l 

+ ρ∗
g 

]1 / 2 
} 1 / 2 

, (39) 

here ρ∗
f 

= ρ f / (ρl + ρg ) . From Eq. (39) , we can infer the acceler-

tion of vapor will eventually trigger the K-H instability. The axial 

apor wavelength corresponding to the critical relative velocity is 

ound as 

x = 

π(u g − u l ) 
2 

g 

ρ∗
l 
ρ∗

g 

(ρ∗
l 

− ρ∗
g ) 

. (40) 

For liquid-vapor saturated water (1 atm) interfaces, λx = 

5.7 mm. The relative velocity depends on the heat flux, so a func- 

ional relationship of type q CHF,h ≈ λ1 / 2 
x is found as 

 CHF,KH = 

{ [
λx 

π

(ρ∗
l 

− ρ∗
g ) 

ρ∗
g ρ

∗
l 

g 

]1 / 2 

+ u l 

} 

ρg �h lg 

A e v ap 
λ2 

c . (41) 

or the given λx = 15.7 mm, the maximum heat flux for marginal 

tability is q = 5 MW/m 

2 . The relationship from Eq. (41) is graphi-

ally shown in Fig. 9 (c) for constant λc = 4.5 mm. 

.2. Geometric-confined liquid track 

At high heat fluxes, the rectangular slot shape and the liquid 

nertia might not be enough to prevent the vapor lateral expan- 

ion from destabilizing the liquid track. One natural idea is to 

urther enhance the geometric confinement effects described in 

ection 5.1 by further delaying the merging of neighboring vapor 

lots. 

The addition of levees is schematically shown in Fig. 10 (a). Two 

napshots at locations from the surface, z = 0.25 and 2 mm, show 

he vapor penetration is considerably reduced in the intralevee 

pacings (aqueducts), it was first proposed in [26] . The liquid track 

s shielded from the expanding vapor since a significantly smaller 

raction of the vapor diverts towards the liquid track to disturb it. 

 secondary effect of the addition of levees is the liquid anchor- 

ng, due to the no-slip effect, the levees anchor the liquid, further 

tabilizing it and requiring additional shear from the vapor flow 

o disrupt it. CFD results show the addition of levees is capable of 

uppressing the onset of K-H instabilities since the vapor has to 

enetrate further into the intralevee subchannel, pushing the hy- 

rodynamic CHF to 15 MW/m 

2 [26] . 
axial distribution of the liquid track at two distinct elapsed times ( q = 5 MW/m 

2 , 

for λc = 4.5 mm. The axial K-H marginal stability is highlighted. 
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Fig. 10. (a) Snapshot of C-GMR video and top-view of phase distribution in the 

axial planes at elevations z = 0.25 and 2 mm for metasurface with levees. The full 

video is available in the supplementary materials. (b) Time variation of liquid phase 

yz area fraction at x = 16 mm. q = 5, 10 and 15 MW/m 

2 , u l, o = 0.5 m/s for saturated 

water (1 atm). 
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Figure 10 (b) shows the time variation of the dimensionless 

rea of liquid in the intralevee channel (spanning -1.25 mm ≤ y ≤
.25 mm by 0 mm ≤ z ≤ 3 mm) at axial location x = 16 mm for

ifferent heat fluxes ( q = 5, 10 and 15 MW/m 

2 ). The dimension-

ess area is calculated according to 

 A 

∗
l 〉 = 

1 

�x 

�x ∑ 

i 

1 

w l H l 

∫ w l 

0 

∫ H l 

0 

f d zd y, 

{
f = 0 , α ≥ 0 . 5 

f = 1 , α < 0 . 5 

. (42) 
ig. 11. An evolution of porous metasurfaces for enhanced CHF [59] , updated with the

intered copper particles. The corresponding q CHF in the three enhancement regimes, w

re also shown. 

12 
No dryout is observed even though the heat flux was increased 

o 15 MW/m 

2 at the same inlet velocity of u l, o = 0.5 m/s. The

igher intensity turbulence is still stemming from the interface, 

ut further away from the liquid track, at the top portion of the 

hannel, where the high-velocity vapor deflects the liquid. As men- 

ioned earlier, inside the intralevee subchannel, the vapor is at a 

uch lower velocity, so the flow is less turbulent, and the K-H sta- 

ility is preserved. 

. Porous metasurface for geometric modulation: 

apillary-viscous bottleneck 

Metasurfaces are unit-cell based, generally 3-D surface struc- 

ures designed and fabricated for a targeted function. For example, 

n electromagnetic and sound wave applications they have sub- 

avelength features capable of modulating the surface transmis- 

ion, absorption and refection from phenomenon of interest [55–

7] . 

As discussed above, in boiling crises, the surface vapor gen- 

ration triggers interfacial instabilities, and related metasurfaces, 

ncluding sub-critical wavelength surface modulations have been 

sed [58] . The evolution of boiling metasurfaces for enhancing the 

HF is shown in Fig. 11 , employing capillary evaporator wicks. It 

egan with a uniform porous coating to reduce the surface super- 

eat [59] and later to also increase the CHF over the plain sur- 

ace [60] . Figure 11 shows the schematic of metasurfaces and their 

hysical images, as well as the CHF enhancement compared to the 

uber q CHF,Z . The shaded areas at the bottom shows the measured 

nhancement achieved so far in the wavelength modulation, geo- 

etric modulation, and geometric-confined modulation regimes. 

The first porous metasurface sub-wavelength modulation of the 

nterfacial pool boiling wave was by Liter and Kaviany [33] , reduc- 

ng the superheat and enhancing the CHF using sintered copper 

articles. The 3-D capillary structures for phase separation using 

olumnar and lateral arteries have been designed for irrigation and 

vaporative cooling of concentrated heat source [61–64] . In flow 

oiling, the porous metasurface provides separation for the liquid 

upply and vapor escape paths, preventing the phase competition 
 flow-boiling canopy wick metasurface [26,48] . The porous coatings are made of 

avelength-modulation, geometric modulation, and confined-geometric modulation, 
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Fig. 12. Schematic illustration of the flow-boiling canopy wick. Adapted from Kim 

et al. [48] . 
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Fig. 13. Variations of the capillary-viscous CHF with the total pressure drop, for 

four different evaporator wick designs ( Table 3 ) which affect the maximum capillary 

pressure. Results for saturated water at one atm. 
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lose to the surface [25] . The wick superheat, capillary-vicous and 

ydrodynamic q CHF are shown. 

Also shown in Fig. 11 , is the recent work on raising q CHF,h 

y preventing the onset of Kelvin-Helmholtz instabilities with the 

ow-boiling canopy wick (FBCW), a 3-D (and multiscale) porous 

etasurface that modulates vapor-escape sites (vapor perforations) 

25,26] , Fig. 12 . The FBCW separate of liquid and vapor phases, di- 

ects the liquid from the liquid channel to the thin evaporator wick 

ith high capillary pressure capability, and allows for vapor space 

ver the evaporator for achieving large thermal conductance and 

apor escape sites (perforations) directing the vapor into the liq- 

id channel. Its three main components are the evaporator, posts, 

nd perforated canopy. All three porous components coordinately 

irect the liquid towards the heated surface. Liquid is assumed to 

e saturated in the channel and canopy and post wicks. The thin 

ick evaporator is responsible for spreading and evaporating the 

iquid with low resistance (thermal and hydraulic), generating sat- 

rated vapor. The posts separate the evaporator and the canopy 

nd form the vapor space. The perforated canopy is where the va- 

or wavelength modulation occurs, since it separates of the phases 

nd controls of vapor sites entering the liquid channel at regularly 

paced perforations. The addition of levees further stabilizes the 

iquid track formed on the perforated canopy. The high velocity of 

he liquid being wicked across the canopy and posts leads to high 

éclet number, resulting in negligible upstream thermal conduc- 

ion [33] . At the thin wick evaporator, the sintered particles con- 

ribute to an increased effective thermal conductivity, reducing the 

hermal resistance [27] . 

The liquid flow path from the channel to the heated surface 

oes through the canopy, posts, and evaporator layer, and each 

omponent has its associated pressure drop. Furthermore, the va- 

or escape through the perforations causes an additional pressure 

rop that must also be accounted for by the capillary wick. The 

ombined pressure drops cannot exceed the maximum capillary 

ressure p c, max , i.e., 

 

�p i = �p e + �p p + �p ca + �p per,g ≤ p c, max , (43) 
13
he maximum total pressure drop allowed corresponds to the 

apillary-viscous heat flux limit (CHF controlled by the evapora- 

or maximum capillary pressure). Equation (43) can be rewritten 

o relate the heat flux and the maximum capillary pressure, i.e., 

μl L 
′ 2 
p 

ρl �h lg 

[
(L ′ p − D p ) / 3 

K e 

4 

〈 δl 〉 (L ′ p + D p ) / 2 

+ 

H p 

K p D 

2 
p 

]
q CHF,c - v 

+ 

(A 

∗) 2 C 
2 ρ2 

g �h lg 

q 2 CHF,c - v = p c, max , (44) 

here A 

∗ = 

(W per + D p )(λc + D p ) 
(W per + D p )(λc + D p −6 πD 2 p / 4) 

and L 
′ 
p = 

4 
π (W per + D p )(�p + D p ) 

]1 / 2 
. The derivation of this quadratic 

quation is discussed in detail in [27] . 

Figure 13 shows the variations of the capillary-viscous CHF with 

he overall pressure drop for different wick designs. Results for 

he blue curve have been experimentally verified in [48] for a bi- 

odal bilayer wick with particles sized d e = 50 and 100 μm with a

p c, max = 2.32 kPa and the current capillary-viscous CHF is q CHF,c - v = 

.6 MW/m 

2 . The orange and green lines are design variations cor- 

esponding to d e = 30 and 60 μm and d e = 100 and 200 μm. The

maller particles wick ( p c, max = 3.86 kPa) results in a CHF reduc- 

ion to q CHF,c - v = 2.1 MW/m 

2 while the large particles wick pro- 

ide an enhancement despite the p c, max reduction, q CHF,c - v = 5.5 

W/m 

2 ( p c, max = 1.15 kPa). A large enhancement is obtained us- 

ng a thicker evaporator layer (3 layers): q CHF,c - v = 6.3 MW/m 

2 . So, 

earch for raising q CHF,c - v , which is the bottleneck to higher q CHF,h , 

ontinues. The corresponding pressure drops are listed in Table 3 . 

urther details are available in [48] . 

Figure 14 (a) and (b) show the variations of the hydrodynamic 

HF with the critical wavelength λc and u l, o . The three regimes, 

amely wavelength, geometry, and geometry-confined modulation 

ith levees, are marked, as well as their transitions (boundaries). 

The wavelength-modulation CHF is given by Eqs. (38) and 

39) and is primarily controlled by u l, o and presented by the 

ashed gray line. The inlet velocity reduces the critical wavelength 

ausing higher vapor velocity and increasing the heat flux required 

o trigger the instability. This enhancement is limited by the small- 

st physically-limited wavelength, i.e., the capillary length, marked 

n Fig. 14 (a). The 1/6 power-law dependency of the CHF on the in- 

et velocity is shown in Fig. 14 (b) and is in general agreement with

he low and high-velocity experimental data. 

The geometry modulation, decoupling the wavelength from the 

nlet velocity, allows for a larger enhancement, as shown by the 

trip regime in Fig. 14 (a). The CFD predictions [26] and experi- 

ental results [48–51] are also shown. This enhancement is con- 

rolled by the vapor confinement provided by the rectangular per- 
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Table 3 

Pressure drop components for the different evaporator layer designs. The corresponding q CHF,c - v are also listed. 

d e , μm q CHF,c - v , MW/m 

2 G/A , MW/m 

2 -K �p e , kPa �p p , kPa �p ca , kPa �p per,g , kPa 
∑ 

�p i , kPa p c, max , kPa 

50,100 5.0 0.25 1.93 0.15 0.04 0.20 2.32 2.32 

3060 2.1 0.42 3.67 0.08 0.03 0.08 3.86 3.86 

100,200 5.5 0.15 0.58 0.22 0.05 0.28 1.14 1.14 

50(3),100 6.3 0.08 1.63 0.29 0.06 0.34 2.32 2.32 

Fig. 14. Regime diagram showing the variations of flow-boiling CHF with (a) wavelength and (b) inlet velocity. The three modulation regimes are highlighted: wavelength 

modulation, geometric modulation, and geometric-confined modulation, as well as their boundaries. Experimental data and CFD data are also shown. Orange circles denote 

experimental data for geometric modulation including length scale, inlet velocity and global thermal conductance. 
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orations, restricting the vapor lateral expansion and preserving 

he liquid tracks. The orange region in Fig. 14 (b) is bound by the

 CHF − u l, o relation Eq. (34) at the bottom and the K-H instabil- 

ty Eq. (38) on the top. The capillary-viscous metasurface-imposed 

imit is not shown since it depends on the characteristic wave- 

ength of the metasurface, which is decoupled from the inlet ve- 

ocity. 

The current results show the limits for the K-H dominated 

eometry modulation q CHF,h and the porous metasurface q CHF,c - v 
re rather close, as confirmed by experiments [65] , so no fur- 

her enhancements can be obtained before further improvement to 

he porous metasurface, i.e., increasing q CHF,c - v . After that, to con- 

inue increasing the q CHF,h , the use of levees is required, i.e., the 

eometric-confined modulation regime, represented by the blue 

olor in Fig. 14 (a), creating the intralevee spacing which effectively 

aised q CHF,h > 10 MW/m 

2 . The wick superheat limit q CHF,sh which 

arks vapor forming within the evaporation wick is reached there, 

stimated as 13.3 MW/m 

2 for the current FBCW [48] . The mea- 

ured FBCW thermal conductance G/A which is rather very high is 

hown in Fig. 14 and listed in Table 3 . 

. Conclusions 

Direct numerical simulation (DNS), including turbulence, of sat- 

rated water (one atm) flow boiling, based on the Zuber pool- 
14 
oiling, hydrodynamic instability unit-cell theoretical construct, al- 

ows for circular vapor-column site wavelength modulation by the 

iquid-flow velocity u l, o . In the DNS of flow boiling, the vapor and 

iquid velocities on the heated surface are prescribed, according to 

he u l, o = 0, i.e., the Zuber unit-cell construct. The results for u l, o >

 show a leading-edge, surface liquid track formed on the heated 

urface. This track meanders between the vapor columns and once 

he CHF is reached, it becomes unstable and dryout occurs within 

he first (leading edge) unit cell. 

The DNS results show with u l, o as small as 5 cm/s, the inertia is 

arge enough to deflect the Zuber vertical vapor columns and no- 

iceably increase the critical heat flux (CHF) over the Zuber limit 

 CHF,Z . This is called the wavelength-modulation CHF enhance- 

ent regime and ranges from this very-low u l, o limit q CHF,Z = 

.1 MW/m 

2 to the capillarity limit of about q CHF,c = 3.3 MW/m 

2 , 

here the wavelength reaches the capillarity length based on the 

ritical Bond number. The predicted range is in good agreement 

ith experiments and a correlation is proposed based on the prod- 

ct of Bond and liquid Reynolds number relating the wavelength 

nd u l, o . In this new relation q CHF,h is proportional to u 1 / 6 
l, o 

. 

The DNS results also show that to reach beyond the 

avelength-modulation CHF enhancement regime, the vapor site 

eometry should be anisotropic, with rectangular vapor sites 

ligned with the flow direction to allow stable leading-edge liq- 

id track. This is called the geometric-modulation regime and upon 
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ptimization of the site geometry can reach the next limit hydro- 

ynamic limit q CHF,h and is over 10 MW/m 

2 . This is reached due 

o vapor shearing (Kelvin-Helmholtz instability) of the liquid track 

etween the vapor sites. To prevent this the liquid tracks are ge- 

metrically confined by levees placed around the vapor sites. This 

eometric-confined CHF enhancement limit is rather very large. 

The geometric modulation, including liquid track confinement, 

re achieved by porous metasurfaces, which are 3-D porous and 

erforated wicks. One example is the flow-boiling canopy wick 

FBCW) which delivers liquid from the above-mentioned liquid 

racks formed on a perforated, porous canopy to porous posts and 

o a thin evaporator wick. The vapor formed over the evaporator 

ows between posts and escapes through the perforated canopy 

nd mixes with the flowing liquid. While porous metasurfaces al- 

ow for realization of the prescribed the surface liquid and vapor 

elocities in the DNS, they introduce the internal hydrodynamic 

imit within the porous structure. This is the capillary-viscous limit 

 CHF,c−v is controlled by the maximum capillary pressure and cur- 

ently limits the saturated (one atm) water to about 5.2 MW/m 

2 . 

The summary of the predicted three CHF-enhancement regimes, 

.e., the wavelength, geometric, and geometric-confined modula- 

ions, and their boundaries, along with the existing experimental 

esults, are shown in Fig. 14 . 
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ppendix A. Boiling hydrodynamic instability theory 

The results in Section 2 are based on the one treatments in 

29] and [30] . An initially stratified two-phase flow may experience 

nterfacial instabilities under relative phasic motion [28] , depend- 

ng on the flow condition, this impacts the heat and mass transfer 

29] . The linear stability theory considers the liquid-vapor interface 

s planar and horizontal with the phases moving with axial veloc- 

ties u g and u l . The disturbance grows axially and with time, and 

ncompressible, inviscid, 2-D base flow is considered. The Navier- 

tokes equations are [29] 

∂u f 

∂x 
+ 

∂v f 
∂z 

= 0 , (A.1) 

(
∂u f 

∂t 
+ u f 

∂u f 

∂x 
+ v f 

∂u f 

∂z 

)
= −∂ p 

∂x 
, (A.2) 

(
∂v f 
∂t 

+ u f 

∂v f 
∂x 

+ v f 
∂v f 
∂z 

)
= −∂ p 

∂z 
− ρg. (A.3) 
15 
he velocities and pressure are decomposed into base flow and 

erturbed components u f = ū f + u ′ 
f 
, v f = v̄ f + v ′ 

f 
, p = p̄ + p 

′ 
. Sub-

tituting the decomposed flow quantities into Eqs. (A .1) –(A .3) and 

erforming the required simplifications, we get to 

∂u 

′ 
f 

∂x 
+ 

∂v ′ 
f 

∂z 
= 0 , (A.4) 

(
∂u 

′ 
f 

∂t 
+ ū f 

∂u 

′ 
f 

∂x 

)
= −∂ p ′ 

∂x 
, (A.5) 

(
∂v ′ 

f 

∂t 
+ ū f 

∂v ′ 
f 

∂x 

)
= −∂ p ′ 

∂z 
. (A.6) 

ifferentiating Eqs. (A.5) and (A.6) with respect to x and z, respec- 

ively, and adding them together yields the Laplace equation 

∂ 2 p ′ 
∂x 2 

+ 

∂ 2 p ′ 
∂z 2 

= 0 , (A.7) 

nd the base pressure field for each phase is simply hydrostatic 

p̄ i = p o − ρi gz. (A.8) 

he initial interfacial perturbation is considered as a Fourier com- 

onent of the interfacial wavelength 

(x, t = 0) = δo e 
iκx , (A.9) 

here δ is the perturbation and κ = 2 π/λ the wave number. Sim- 

larly, 

δ = δo e 
iκx + ωt , 

 

′ 
f = 

ˆ v f (z) e iκx + ωt , 

p ′ = 

ˆ p (z) e iκx + ωt , (A.10) 

here ω = 2 π/ f is the angular frequency. Using this pressure in 

q. (A.7) , we have 

d 2 ˆ p 

dz 2 
= κ2 ˆ p . (A.11) 

he solution is 

ˆ p i = p i,o e 
κz , (A.12) 

ubstituting these in Eq. (A.6) , we obtain 

ˆ 
 f (z) = −

[
ρ
(
ω + iκ ū f 

)]−1 

(
d ̂  p 

dz 

)
. (A.13) 

valuating the pressure gradient from Eq. (A.12) , the velocities are 

ound and when using the functional form for the decomposed 

erturbed flow results in a differential equation for the perturbed 

xial velocity. This expression is integrated using the condition 

 

′ 
f 

→ 0 far from the interface and gives 

 

′ 
f = 

i 

κ

(
d ̂ v f 
dz 

)
e iκx + ωt . (A.14) 

ith this solution for the perturbed flow, the boundary conditions 

re applied at the interface starting with 

 

′ 
f = 

∂δ

∂t 
+ ū f 

∂δ

∂x 
, (A.15) 

nd imposing this condition and substituting Eqs. (A.10) and 

A.13) into Eq. (A.15) gives 
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Fig. A1. Evolution of interfacial instability on a horizontal liquid-vapor interface 

and the Kelvin-Helmholtz instability and wavelength. 
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Fig. A2. Evolution of the interfacial instability on horizontal liquid-vapor interface 

and the formation of the Rayleigh-Taylor instability and wavelength. 
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p g,o [ ρg ( ω + iκ ū g ) ] 
−1 = δo ω + iδo κ ū g , 

− κ p l,o [ ρl ( ω + iκ ū l ) ] 
−1 = δo ω + iδo κ ū l . (A.16) 

olving these equations for p f,o gives 

p g,o = 

ρg 

κ
( ω + iκ ū g ) 

2 δo , 

p l,o = −ρl 

κ
( ω + iκ ū l ) 

2 δo . (A.17) 

he momentum balance normal to the interface gives [30] 

p l − p g = σ
(

1 

R 1 

+ 

1 

R 2 

)
+ 2 μl 

(
∂v l 
∂z 

− ∂v g 
∂z 

)
. (A.18) 

n the absence of phase change, the second term on the RHS is 

ull and it reduces to the Young-Laplace equation, where 1 /R 1 is 

he interfacial Euler curvature 

1 

R 1 

= 

d 2 δ
dx 2 [ 

1 + 

(
dδ
dx 

)2 
] 3 / 2 , (A.19) 

nd here (2-D), the other principal curvature is 1 /R 2 = 0 . Substi-

uting the curvature into Eq. (A.18) , recalling that p f = p̄ f + p ′ 
f 
, we

btain 

p l,o − p g,o = δo 

[
( ρl − ρg ) g + σκ2 

]
. (A.20) 

ubstituting Eq. (A.17) into Eq. (A.20) the angular frequency is 

 = ±
{
κ2 ρl ρg ( ̄u l − ū g ) 

2 −
[
σκ3 + ( ρl − ρg ) gκ

]
( ρl + ρg ) 

}1 / 2 

ρl + ρg 

− iκ( ρl ̄u l + ρg ̄u g ) 

ρl + ρg 
. (A.21) 

oth the surface tension and gravitational acceleration are stabi- 

izing forces. The instability will occur when Eq. (A.21) has a real 

ositive solution, i.e., 

 ̄u l − ū g ‖ > 

⎧ ⎨ 

⎩ 

[ 
2 πσ
λ

+ 

( ρl −ρg ) gλ
2 π

] 
( ρl + ρg ) 

ρl ρg 

⎫ ⎬ 

⎭ 

1 / 2 

. (A.22) 

 critical wavelength can be derived from Eq. (A.22) by setting it 

o zero. This type of instability is referred to as Kelvin-Helmholtz 

nstability, shown in Fig. A.1 . Its wavelength is given in Eq. (1) . 

When the velocities u l = u g = 0 , with the change in sign of

ravity representing the dense fluid on top, we have the Rayleigh- 

aylor instability, as illustrates Fig. A.2 . The critical wavelength for 

he Rayleigh-Taylor instability is identical to Eq. (2) , but the angu- 

ar frequency is found by using these velocities and gravity term, 

nd Eq. (A.22) becomes 

 = ±
[

( ρl − ρg ) g2 π/λ − σ ( 2 π/λ) 
3 

ρl + ρg 

]1 / 2 

, (A.23) 
16 
ith ρl + ρg ≈ ρl , we have 

 = ±
[

( ρl − ρg ) g2 π/λ

ρl 

− σ ( 2 π/λ) 
3 

ρl 

]1 / 2 

. (A.24) 

he maximum is found and the wavelength corresponding to 

his maximum is the most dangerous wavelength λRT,d , given by 

q. (2) . 

The above analysis and results, although simplified, are experi- 

entally verified. A similar decomposition including the thermo- 

echanical wave propagation is presented in [30] . In the flow- 

oiling DNS, we use 3-D fluid flow to track the phase and define 

urface liquid track dryout. 

ppendix B. LES turbulent treatment 

In ANSYS Fluent [38] , the finite-volume discretization provides 

he filtering operation for the LES as 

˜ (x ) = 

1 

v 

∫ 
V 

φ(x 

′ ) dx 

′ , (B.1) 

here V is the computational cell volume. The filter function is 

hen 

 (x , x 

′ ) = 

{
1 
V 
, x 

′ ∈ v 
0 , otherwise 

. (B.2) 

he filtered Navier-Stokes equations are given in Eqs. (24) and (25) . 

he viscosity stress and the subgrid-scale stress tensors are given 

s 

i j = 

[
μ f 

(
∂ ̃  u f,i 

∂x j 
+ 

∂ ̃  u f, j 

∂x i 

)]
− 2 

3 

μ f 

∂ ̃  u f,l 

∂x l 
δi j , (B.3) 

i j = ρ f ¯u f,i u f, j − ρ f ū f,i ̄u f, j . (B.4) 

o generate a time-independent inlet condition, a random 2-D vor- 

ex is considered. With this approach, a perturbation is added on a 

pecified mean velocity profile via a fluctuating vorticity field (i.e., 

wo-dimensional in the plane normal to the streamwise direction). 

he subgrid-scale resulting from the filtering operation requires 

odeling. As in RANS, the Boussinesq hypothesis is employed and 

he stresses are calculated from Eq. (26) . 

The strain tensor is defined as 

¯
 i j = 

1 

2 

(
∂ ̄u f,i 

∂x j 
+ 

∂ ̄u f, j 

∂x i 

)
. (B.5) 
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Fig. B1. Turbulence kinetic energy spectra in the axial midplane for (a) plain sur- 

face q = 1.75 MW/m 

2 and u l, o = 0.5 m/s. The Kolmogorov inertial subrange -5/3 

[42] and the empirical dissipation range -3 [45,67] scales are shown. The subgrid 

turbulence kinetic energy is highlighted in gray shade. 
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n the Wall-Adapting Local Eddy-Viscosity (WALE) [66] the eddy 

iscosity is modeled by 

f,t = ρ f L 
2 
s 

(
S d 

i j 
S d 

i j 

)3 / 2 

(
S i j S i j 

)5 / 2 + 

(
S d 

i j 
S d 

i j 

)5 / 4 
, (B.6) 

here L s is the mixing length for the subgrid scale 

 s = min 

(
κ�z, C w 

V 

1 / 3 
)
, (B.7) 

here κ is the von Karman constant, C w 

= 0.325, V 1 / 3 is the local 

rid scale and 

 

d 
i j = 

1 

2 

[ (
∂ ̄u f,i 

∂x j 

)2 

+ 

(
∂ ̄u f, j 

∂x i 

)2 
] 

− 1 

3 

δi j 

(
∂ ̄u f,k 

∂x k 

)2 

. (B.8) 
ig. B2. The distributions of the Reynolds stress tensor components in the axial midplane

s shown with the curved solid line. 

17 
he interfacial force term in the momentum conservation equa- 

ion is given by the continuum surface force (CSF) model as 

 s = σ
ρ f κg ∇α

1 
2 ( ρl + ρg ) 

, (B.9) 

here κg = ∇ · (∇α/α) is the interface normal defined as the gra- 

ient of the volume fraction. 

In order to compute turbulent quantities, a decomposition is re- 

uired and the velocity resolved by the grid can be decomposed 

nto mean and fluctuation quantities [42] 

¯
 f = 

˜ u f − u 

′ 
f , (B.10) 

here ˜ u f is the filtered velocity field, ū f is the mean velocity field 

veraged over a period of time �t and u ′ 
f 

is the fluctuation ve- 

ocity field. The turbulence kinetic energy resolved by the grid is 

alculated as 

¯
 f,t = 

1 

2 

(
ū 

′ 2 
f 

+ 

¯v ′ 2 
f 

+ w̄ 

′ 2 
f 

)
. (B.11) 

he unresolved portion of the turbulent kinetic energy is the sub- 

rid component, in the WALE model [36], this portion of the tur- 

ulent kinetic energy is calculated as 

¯
 f,t,sgs = 

(
μ f,t 

C w 

ρ f L s 

)2 

. (B.12) 

he total kinetic energy is, then 

¯
 f,t,total = Ē f,t + Ē f,t,sgs . (B.13) 

hen 

Ē f,t 

Ē f,t,total 
≥ 0.8, the mesh is well suited. For Fig. B.1 and similar 

esults, the ratio is 0.96. 

Figure B.1 shows the dimensionless turbulence spectra for 

 = 1.75 MW/m 

2 on plain surface. The Kolmogorov -5/3 power is 

hown as a blue dashed line in the inertial subrange. The subgrid 

urbulence kinetic energy decay is highlighted in gray. In the sub- 

rid modeling range, for wavenumbers larger than the filter length, 
 for q = 1.75 MW/m 

2 and u l, o = 0.5 m/s for saturated water (1 atm). The interface 
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.e., in the dissipation subrange, the spectrum follows the -3 power 

f the dissipation scale observed experimentally for bubbly flows 

45,67] . This is reasonable since the overall observation is that tur- 

ulence originates from eddies formed at the liquid-vapor interface 

nd the smallest eddies would be encountered in the small vapor 

nclusions that detach from the escaping vapor stream. The highest 

avenumber which can be resolved by the simulation corresponds 

o twice the grid size and is denoted as 

f, �x = 

2 π

2 L s 
. (B.14) 

he maximum wavenumber is related to the Kolmogorov length 

cale, given as [42] 

f,K = 

(
ν3 

g 

ε f,t 

)1 / 4 

. (B.15) 

hese are also marked in Fig. B.1 . These and the power-law com- 

arisons in Fig. B.1 support that the numerically predicted turbu- 

ent quantities have the expected theoretical behavior. 

A similar trend is encountered with the components of the 

eynolds stress tensor, as shows Fig. B.2 . Results were averaged 

ver a similar time frame. Turbulence intensity is expected to be 

ore pronounced near the channel walls and the liquid-vapor in- 

erface. Figure B.2 shows that the most intense stresses occur in 

he vapor phase, indicating the production of turbulence is more 

ronounced in the gas phase due to the large inertial force and 

nterfacial shearing. 

upplementary material 

Supplementary material associated with this article can be 

ound, in the online version, at 10.1016/j.ijheatmasstransfer.2022. 

23051 . 
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