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ARTICLE INFO ABSTRACT
Keywords: In oscillating (pulsating) heat pipes (OHP, PHP), square channels offer fabrication simplicity (e.g., 3-D printing)
Square microchannel and have shown improved thermal performance over circular channels. It has also been suggested that the

Oscillating heat pipe (OHP)

Thermal conductance (thermal resistance)
Numerical simulation (CFD)

Slug and plug

peripheral averaged slug-deposited liquid film thickness for square and circular cross sections are similar,
though the presence of the corners alters the fluid dynamics significantly. Here, using isothermal CFD, the axial
development of the Taylor liquid film behind a passing liquid slug in the square capillary channel is predicted.
The results show that the film thickness varies peripherally and axially. The heat transfer in the evaporator is
simulated by non-isothermal CFD and is dominated by liquid film evaporation. This liquid film conductance is
inversely proportional to the peripheral-varying thickness. An analytic, upper bound OHP thermal conductance
is proposed based on an effective liquid film thickness, G; = (SL -+ A— . In a companion experiment,
a 3-D-printed square-channel (side dimension of 1 mm) flat- plate OHP (FPOHP) using R-134a as the fluid
is tested, and the measured conductance is compared with the predicted upper bound. In FPOHP, the heat
conduction between adjacent channels negatively affects the conductance; however, this effect is compensated
by enhanced internal conductance. An existing 1-D heat-mass-momentum conserved simulation is extended to
the square channel geometry and used to assess this 3-D plate conduction. A reasonable agreement (up to 80
percent) was found between the experiments and the simple, analytic upper-bound OHP thermal conductance.

1. Introduction techniques).
The moving-slug-deposited liquid film is important in oscillating
In recent years, Additive Manufacturing, such as laser, metallic (pulsating) heat pipes (OHP), as it is related to the overall heat transfer
powder-bed fusion, of the flat plate oscillating heat pipe (FPOHP) has
shown ease of fabrication and good thermal performance, especially
using a channel of square cross-section [1,2]. The square cross-section
channels have shown larger conductance at high heat load, compared
to circular channels, and with the opposite trend at low heat load [1].
In addition, the sintered powder surfaces of the FPOHP channels have

and performance characteristics. The fluid mechanics of this liquid film
has been studied through CFD simulations [5,6] and experiments [7].
Among the particular features of this liquid film is the persistence of
the contact line location (referred to as the pinning location), and a
continuous increase in the peripheral-averaged film thickness with the

capillary roughness and crevices that can assist with the surface liquid axial location in the transition region. Figs. 1(a) (right channel) and (b)
coverage [2]. However, if the thermal conductivity of the solid material demonstrate these features. Figs. 1(a) to (d) show the two-phase fluid
is large, this can impact the overall thermal conductance of the FPOHP. flowing through a U-turn, with liquid film formed by moving single
As analyzed using numerical simulations and experiments, [3] deter- slugs with a contact line or by two moving slugs. Liquid films with the
mined that the thermal interaction among adjacent FPOHP channels contact line locations (pinning locations) are common in OHP, where
reduces the overall FPOHP conductance. This effect is attributed to they are often observed in between a dry region (at the left of the pin-
an equilibrium in temperature and pressure between channels, which ning location) and a liquid slug region (at the right of the bubble head)

reduces the non-equilibrium-based oscillatory motion corresponding to
effective OHP performance, which is also discussed in [4]. Thus, the
larger conductance of the square channel geometry is partially offset by
embedding it within a larger solid (such as by additive manufacturing

in both experiments with transparent channels [3,8], and in 1-D OHP
simulations [9]. The Taylor bubble film is formed around a moving gas
bubble (plug) in between two liquid slugs. The Taylor bubble film is
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similar to the slug-deposited film but does not include the contact line
as shown in Figs. 1(a) (left channel) and (d). The average film thickness
variation with the slug velocity in the uniform-film region is observed
to have a similar trend as the existing film thickness correlation for
the circular cross-section in [10], which is supported by simulations
reported in [11] using free-surface-Stokes flow equations. While the
liquid film in a capillary, circular cross-section channel has peripheral
(angular) uniformity, the square cross-section creates a non-uniform
peripheral film thickness. The channel corners have the largest film
thickness 6, ,,, while the thinnest film thickness occurs between the
corners [10,12,13], as shown in Fig. 1(c). The film deposited by a long
moving plug shows a parabolic distribution near the channel center
observed with a chromatic interference method [14]. Transversal flows
may cause the non-uniformity of peripheral deposited films, also called
draining flows, which move the liquid from the channel centers to the
corners [15]. This phenomenon is not observed in the circular channels.
The Taylor liquid-film fluid dynamics in circular microchannels has
been previously simulated using ANSYS Fluent [16]. The dynamics
of the deposited film are important since they control the local heat
transfer coefficient based on liquid-film conduction [17]. Depinning
occurs once the liquid film reaches a critical length, and the corner
roundness can affect the critical length [7].

There are three regions in the flow-boiling microchannels: (i) a
liquid slug, (ii) an evaporating elongated bubble, and (iii) a dry-out
region [17]. In a thorough numerical analysis of the Taylor bubble
liquid film in square microchannels under evaporation [15], the liquid
film thickness varies peripherally, resulting in exceptionally large heat
transfer in the channel center regions, while the heat transfer through
the corners is rather small. The authors showed that liquid convection
increases the local heat transfer coefficient depending on the axial
location. The previously mentioned study is for a Taylor-type bubble
flow, while the thermal performance of the slug-deposited film remains
undefined. The heat transfer coefficient of refrigerant R-134a flowing
inside a circular microchannel has also been measured under a constant
injection rate [18-20]. The vapor (gas) flow has significant turbulence
and vortical behavior at low Reynolds numbers [21,22]. In addition,
it has been shown that the discretization of the near-wall mesh can
significantly impact the simulation performance [23]. For accurate
modeling, these behaviors need to be addressed using CFD turbulence
models of transitional regions.

The overall thermal conductance, G, is a measure of the heat
transfer performance of OHP. Thin liquid film conduction and liquid-
vapor interfacial evaporation have been identified as the dominant
mechanisms controlling this overall thermal conductance (or resistance
R) [24-26]. In addition, heat transfer occurs through liquid (film and
slug) convection [26]. Using CFD simulations with prescribed liquid
slug length and vapor inlet conditions and operational conditions such
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Fig. 1. (a) A schematic of two-phase flow in a square capillary channel and through a bend, showing liquid formed behind a single slug with the contact line, and liquid film
formed between two moving slugs. (b) Axial, and (c) peripheral liquid distributions, for the moving-slug-deposited film. The passing slug is to the right, and the vapor plug behind
is also shown. A quadrant of the cross-section is shown with the assumed symmetries. (d) The liquid film formed between two moving slugs in the diagonal axial plane.

as the surface heat flux and slug velocity [27], allows for predicting
an upper limit on the overall thermal conductance G at the high
heat load limit, and this has been verified for a circular cross-section
OHP [28]. Recently, there has been a comparison of OHP with single
and double-condenser (on both ends), and the results show that the
double condenser has a higher thermal conductance and a more stable
operation with a wider range of temperatures and filling ratios [29],
but the distance between the evaporator and the condensers is also cut
in half.

Here we study the fluid mechanics and heat transfer characteristics
of an evaporating, deposited liquid film in a square microchannel.
Using isothermal CFD simulations with different inlet plug veloci-
ties, we examine the fluid mechanics of the deposited film, including
the axial and peripheral film thickness distribution and liquid flow.
Non-isothermal simulations are also performed under evaporation to
determine the liquid film heat transfer characteristics in the three axial
regions. The fluid is saturated refrigerant R-134a at 300 K (7 atm
pressure) flowing in a square channel with a side dimension W of
1 mm. The refrigerant has a thermal conductivity k;, of 0.10 W/m-
K, and surface tension coefficient o, specific heat c,, and dynamic
viscosity u;, are about 0.007 N/m, 1.43 kJ/kg-K, and 0.00021 Pa-s,
respectively. A simple and analytic circular OHP conductance model
is used as an upper limit on the overall thermal conductance in [28]. A
similar model is adopted to square cross-section OHP in this study. This
ideal conductance model is based on complete coverage of the channels
with the thin liquid film. Since the film thickness is peripherally non-
uniform for a square channel, we introduce modification coefficients
to the model to account for this, based on CFD results. In a related
experiment, an additively manufactured FPOHP operating with R-134a
is tested, and the measured conductance is compared with the predicted
ideal conductance. Finally, 1-D heat-mass-momentum (1-D HMM) OHP
simulations [9] are also used in this study to validate the results, and

to extract the important effect of 3-D solid conduction when the square
channels are embedded in a flat-plate solid structure (FPOHP).

2. Slug-deposited liquid film simulations

The 3-D numerical simulations of two-phase slug flow are per-
formed. The length of the isothermal simulation domain is 25 mm,
while a length of 12.5 mm was used for non-isothermal cases due
to the required mesh size and the limit of computational resources.
We compare the results for the isothermal and non-isothermal simu-
lations for when the meniscus front reaches the same distance from
the entrance. So, the total pipe length does not influence the results
(although the isothermal simulation length is twice the length of the
non-isothermal simulation). An example is in Supplementary Materials
Figure A.4, where the axial variation of peripheral average liquid
film thickness for both isothermal and non-isothermal simulations are
shown. The longer isothermal simulation domain gives more results
about the axial development of the meniscus, where the liquid film
thickness distributions for different velocities intersect at z = 14 mm. A
shorter domain is used for non-isothermal cases because of the required
finer mesh size (a lot more computationally intensive). More details
about the simulation conditions including coordinates, initial condi-
tions, geometrical parameters, and boundary conditions are shown in
Fig. 2. The hydraulic diameter of the isothermal simulations is 0.8 mm
which matches the diameter used in [28]. The hydraulic diameter for
the non-isothermal simulation, 1-D HMM simulation, and experiment is
1 mm. The fully-developed vapor inlet velocity distribution in a square
channel follows [30]

<“g> cosh(zy/2D)
ug(x,y) = —0 - ———————
T cosh(r/2)

where (u,) is the mean velocity of the inlet gas plug, and D is the
hydraulic diameter. The constant surface (wall) heat flux is chosen as

Ycos(zx/2D), 1)
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Fig. 2. Schematics of the isothermal and non-isothermal simulation conditions of slug liquid-film deposition. The liquid slug is patched in the isothermal domain as an initial

condition. The non-isothermal axial length is shortened for computational economy.

it represents the flat-plate (embedded) OHP heat input and allows for
using the simple relation between the vapor inlet velocity and constant
heat flux Eq. (32) developed in [28]. Due to the symmetries of the
square channel (no gravity effect in capillary channels), the simulation
domain is a quadrant with two symmetry planes (the dashed lines in
Fig. 2).

2.1. Numerical method

The ANSYS Fluent (release 2022 R2) code was used to solve the two-
phase fluid mechanics and energy equations treated with the Eulerian
method coupled with a Multi-Fluid VOF model, which allows each
phase to have its own velocity, while still allowing for a sharp interface
between phases. In our simulations, since the Reynolds number spans
from laminar to turbulent-flow regime, we used the baseline (BSL)
k-w viscous model combined with an algebraic intermittency model
to account for laminar-to-turbulent transition. This Reynolds-Averaged
Navier-Stokes (RANS) two-equation model employs the Boussinesq ap-
proximation, inspired by molecular diffusion, to calculate eddy viscos-
ity. The algebraic intermittency model can handle viscosity-dominated
flow near the wall. Although no calibrated laminar-to-turbulent transi-
tion model exists for fully developed pipe flow, tests have shown that
this simplified transition model was suitable for our simulation. The
k-w model was chosen over the k-e model due to its superior ability
to capture near-wall behavior in slug flow. These analyses and more
details about the performances of different models are also included
in [28].

Similar to [28], incompressible fluid flow is assumed for both
liquid and vapor phases along with constant thermophysical properties
(temperature variations within the operating range considered vary less
than 10°C). The saturation temperature is assumed constant since the
pressure change in the simulation is negligible. The viscous dissipation
and gravity effects are assumed negligible (large Froude number). The
vapor temperature is set to the saturation temperature (the vapor
cannot be superheated)

T, =T,. 2
where g stands for gas (vapor, since a single-component fluid is as-
sumed), and /g for liquid—gas saturation The local phase volume frac-

tion of the liquid and vapor (gas) phases are «; and a,, which are
constrained by,

a +a, = 1, 3

where subscript / stands for liquid. The continuity and momentum
conservation equations for each phase are (i = / or g, then j is the
other phase)

Jd
E(aiﬂ,‘) + V- (apu;) = —ny; C)]

J .
E(aip,-ui) + V- (puiu;) = —a;Vp+ V- [1;(Vu; + VuiT)] —nju;+ f, (5)

where p and y; are the pressure and viscosity of phase i. 7;; (kg/m?>-s)
is the volumetric phase change rate. f is the volumetric force vector
exerted on the interface. The energy equation for each phase is

9 9p; .

E(aipihi) + V- (ajpu;h;) = aia—tl — fyjAh;; — Oy, ®
where # is the specific enthalpy, g, is the conductive heat flux, 4h;; is
the latent heat, and Q;; is the heat transfer rate from phase i to j.

-V-q,;

2.1.1. Surface tension and wall adhesion forming liquid film

In an oscillating heat pipe, the working fluid exists as liquid slugs
separated by vapor plugs with curved menisci. The surface tension
(along the interface) helps stabilize the meniscus and is caused by at-
tractive forces among fluid molecules. Specifically, the surface tension
tends to minimize surface free energy by decreasing the area of the
interface. The continuum surface force (CSF) model proposed in [31]
interprets surface tension as a continuous three-dimensional effect
across an interface, instead of a boundary condition on the interface.
These surface tension effects are modeled by adding a source term in
the momentum equation. The interfacial pressure drop is related to the
surface tension coefficient ¢, and the surface curvature is measured by
two principal radii, R, and R, of meniscus curvature, which is known
as the Young-Laplace equation:

= p; =0(1/Ry +1/Ry). @

Eq. (7) defines the pressure drop across the interface. The sum of
the inverses of two principal radii is defined as the curvature, which
is k. This equation serves to determine the surface tension force f,
which is an essential part of the multiphase Navier—-Stokes equations,
i.e., Egs. (4), (5). The liquid film thickness can then be determined by
solving the Navier-Stokes equations with the finite volume method.
The surface tension coefficient is assumed constant in this study due
to the relatively small change in the temperature in the non-isothermal
simulations. So, there should not be an observable change of surface
tension due to temperature.

The interface surface normal vector s, is defined as the gradient of
the volume fraction of phase i, «;, i.e.,

s, = Va;, (€3]

and the curvature « is

K=1/R1+1/R2=V~|:—"|. ©)
n

For two-phase flow we have

K; = —k;, Va; = =Va. (10)
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Table 1
Dimensionless numbers for each isothermal simulation velocity case in CFD, for working
fluid R-134a and hydraulic diameter D = 0.8 mm.

u,m/s Rep, Cap We, La, Bo, Fr, i g P1/pg
0.2 919 0.00522 4.8 2.3

0.3 1379 0.00783 10.8 3.4

0.4 1838 0.0104 19.2 1.8 0.91 4.6 17 35
0.5 2298 0.0130 30.0 5.7

0.75 3447 0.0196 67.4 8.6

The surface tension can be expressed as a volumetric force using the
divergence theorem. This volumetric force term in the Eq. (5) becomes

B (a;p; + a;pj)k;Va;
f=o 1/2(/’i+/’j)
The curvature of the interface near the wall is related to the contact
angle, which is expressed as

1D

8, = 8,080, + s, ,8inf,, 12)

where s, ,, and s, , are the unit vectors normal and tangential to the
wall, respectively, and 6, is the contact angle.

2.2. Two-phase flow dimensionless numbers

Several dimensionless numbers are used to characterize the fluid
mechanics of the two-phase flow and film deposition in the square
channel OHP. Some dimensionless numbers can be used as independent
variables when comparing the film conductance of different types of
fluid. The liquid inertia and viscous effects (in the liquid slug) are
related through the Reynolds number. The capillary number describes
liquid—vapor interfaces using the ratio of viscous forces to the surface
tension of the fluid. Similarly, the Weber number relates the inertia of
the liquid phase to the surface tension, and this is relevant to the liquid
film deposition. The Laplace number is used to relate surface tension to
the viscous forces. The Bond and Froude numbers are both used to char-
acterize the importance of gravitational force in the system, describing
its relationship with surface tension and fluid inertia, respectively. The
Mach number Ma <« 0.3, so gas compressibility is not important. The
expressions for these relevant dimensionless numbers are defined as

2
P D Hyty pu; D
Rep = ’CaD=T’ ep =
13)
op D (o1 — pg)eD? Py
Lay = ,Bo, = JFrp=|————1.
u? o g(p; — pg)D

The ranges of these dimensionless numbers with five different velocities
are presented in Table 1, some of which are used in the isothermal CFD
simulations.

3. Isothermal slug-deposited liquid film CFD results

Isothermal simulations of a moving slug depositing a liquid film on a
square-channel wall are implemented to observe the liquid motion and
the film thickness distribution in the peripheral and axial planes. The
validation of the CFD results is presented in Supplementary Materials B.
The boundary conditions, initial conditions, and geometries are shown
in Fig. 2. The initially stationary slug is pushed by the entering gas
the in axial direction (+z) with a non-uniform velocity distribution of
Eq. (1). Fig. 3(a) shows the distribution of liquid volume of fraction
in the oblique plane (cutting through the channel corner, §.,). In the
upstream of the slug, some small dry patches appear near the channel
center, as shown in Fig. 3(b). This phenomenon has also been reported
in [7], and is caused by the liquid film depinning. The depinning occurs
when the films grow in length as the vapor plug advances downstream
and reaches a critical length [7]. The surface tension forces are no
longer able to sustain the film attachment, leading to depinning.

International Journal of Heat and Mass Transfer 241 (2025) 126711

3.1. Peripheral and axial liquid flows

As the vapor plug moves downstream, liquid movement creates
a thick film at the channel corner. Eq. (11) describes the equivalent
volumetric force f applied by surface tension. The surface tension force
points towards the gradient of liquid volume fraction ¢;. As shown in
Fig. 4(a) at the liquid—vapor interface, there are x and y components of
the surface tension, with the x component pressing the liquid against
the wall, while the y component shears the liquid surface upward. The
surface tension minimizing the surface free energy tends to decrease
the interfacial area, forcing the liquid toward the corner. The pressure
distribution in the liquid and gas phases and its corresponding liquid
volume fraction are shown in Fig. 4(b). In Eq. (5), the surface tension
force is a source term that acts as a pressure jump across the interface,
given by Eq. (11), and is a function of the curvature. At the channel
center, as shown in Fig. 4(a), the curvature is not as large as it is
in the channel corner. Thus, the local liquid pressure is lower in the
corners. In some locations, the curvature at the corner is negative,
i.e., the interface curves towards the vapor phase, as shown in Fig. 1(c).
The local pressure is even larger than the vapor pressure, which is not
as obvious in Fig. 4(b). Similar results have been reported in [15],
simulating the Taylor bubble film in a square channel passing through
an adiabatic and then a heated region. Fig. 4 is a snapshot of an
animation (video) which can be found in Supplementary Material B.

Fig. 5 presents the pressure and liquid velocity vector field distribu-
tions in the diagonal (oblique) plane cutting through the channel corner
and showing the longitudinal meniscus topology. The axial pressure
gradient in the slug region is larger than the film and vapor phase.
The pressure jump across the liquid-vapor interface is obvious and it
depends on the curvature. The bubble-head has the largest pressure
jump since its curvature is large in both peripheral and axial planes.
In the transition region, the curvature of the interface is large in the
peripheral plane but not in the axial plane. In the velocity vector field,
the maximum velocity is at the center line of the channel, which is
about 0.75 m/s, compared to the mean of 0.5 m/s. The velocity in the
film is about 0.1 m/s. Starting from the bubble head, the deposited
film thickness decreases until the pinning location is reached, where the
film thickness is zero. This differs from the Taylor bubble film where
a relatively uniform film thickness is reached because of the bubble
curvature on both ends [15].

3.2. Liquid film thickness and comparison with existing results

In [28], the liquid film thickness reaches a plateau, 6, at high
Reynolds numbers with the circular channel. This phenomenon is
also seen in [10] with Taylor bubble film measurement and a square
channel, in which the channel corner and center thickness are both
measured and reach a plateau with high Re;, numbers (using the
hydraulic diameter). Applying MEMS to manufacture the OHP, both
circular and square channels have been tested and a constant thermal
conductance regime has been observed [32]. They also show that the
square channel in general has a larger thermal conductance than the
circular channel. Here, our CFD results for the peripheral averaged
slug-deposited film thickness are presented.

The results for four inlet velocities listed in Table 1, are shown in
Figs. 6(a) to (c). These results are compared with §, .. In Fig. 6(a), the
peripheral averaged film thickness is presented where the bubble head
reaches z = 20 mm. Starting from the bubble head, the film thicknesses
decrease axially until the pinning location is reached. The film with
a higher velocity has a steeper profile, potentially caused by a larger
shear stress. The interface curves more in the axial direction to balance
the larger shear stress, leading to a smaller axially averaged thickness.
All curves intersect near z = 14 mm. The slug-deposited film thickness
has a steeper axial profile than Taylor bubble film, which is seen in
both circular simulation [28] and experiments [33].
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Fig. 3. (a) Snapshot of distribution of the liquid volume of fraction in the axial, oblique plane, and (b) the slug front and rear menisci topology and gas phase distribution
upstream showing some dry patches (depinning). This is a snapshot of an animation (video) which can be found in Supplementary Material B.
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1 W upstream away from the tip of the meniscus. The vectors represent the liquid velocity field. The red arrow illustrates the direction of the liquid-vapor interfacial forces. (b)
Pressure distribution in the liquid and gas phases. This is a snapshot of an animation (video) which can be found in Supplementary Material B.
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Fig. 5. (a) Axial, oblique plane liquid film pressure distribution, showing lower pressure downstream, and (b) the corresponding liquid velocity vector field and liquid volume of
fraction distributions showing a nearly parallel flow, where the axial location of the tip of the meniscus z = 7 mm.

Unlike the circular cross-section films, the square channel has a
non-uniform peripheral distribution. Fig. 6(b) shows this local film
distribution for four different velocities, at z = 14 mm. The channel
corner thickness is similar for the different velocities. At the channel
center, the cases with higher velocities have larger film thicknesses.
The film thickness at the channel center §, ., is as thin as 5 to 10 pm.
Similar results have been reported in [15].

As shown in the introduction, there are two different types of liquid
films in OHP. (1) For the first type, The single-slug motion and its
deposited liquid film are characterized by the contact line, i.e., the pin-
ning. In operating OHP, when this film does not evaporate completely
before the passing of the second slug, the pinning will disappear. (2)
For the second type, the moving two slugs with a gas plug between
them is the so-called Taylor bubble. Simulations with a Taylor bubble
placed in between two slugs are also implemented. Fig. 6(c) shows the
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variations of the predicted peripheral average (1) slug-deposited film
thickness (red data) and (2) Taylor bubble film thickness (green data)
as a function of slug velocity or Reynolds number. Both types of film
can be seen in either 1-D-HMM simulations [9] or experiments [8]. The
difference between these two liquid films is illustrated in Fig. 1. The
circular channel results (yellow data) from [28] are also shown.

In Fig. 6(c), similar to the circular channel, the (2) Taylor bubble
film thickness (green data) also reaches a plateau at high Reynolds
numbers. However, for the (1) single slug-deposited film, the axially
and peripherally averaged liquid film thickness (red date) decreases as
the liquid velocity (Rej) increases. This phenomenon can also be seen
in Fig. 6(a). Since both two types of films can be found in FPOHP, the
spatial average of the film thickness of these two types of films §, ..
(the green dash curve) is evaluated based on their spatial occupancies
in 1-D HMM simulation in Section 8. In the 1-D HMM simulation, a film
is identified as a single slug-deposited film if a dried region is found
next to the film; otherwise, it is identified as a Taylor bubble film. The
1-D simulation shows that slug-deposited film covers 85% of the total
liquid film region, which makes effective film thickness §, ;.. closer to
the slug-deposited thickness [red dots in Fig. 6(c)]. The ratio of square
channel film thickness §, . . to the constant circular film thickness &, .
is
—— =1.07, 14

i.e. the peripherally, axially averaged square channel film thickness
is 7% larger than circular film thickness if a high Reynold number
is achieved. More film thickness simulation results with peripheral
variations are shown in Supplementary Materials A and compared with
the experiments of [10].

4. Non-isothermal simulation heat transfer results

In the non-isothermal simulation, Eq. (6) is applied with the phase
change model and heat transfer between phases, and the thermophys-
ical properties are used. More details about simulations are given in
Section 2.

4.1. Three regions: meniscus, transition, and dry-out patched

In Fig. 7, the isosurface of liquid volume of fraction «;, = 0.5 is
shown, with the green region marking «; smaller than 0.5 at any radial
location, which is considered as the dry-out region. The blue region
is the liquid slug. The film domain can be divided into three axial
regions: the meniscus (bubble head), the transitional, and the dry-out
patched regions. The meniscus region has an identifiable topology, and
the liquid film thickness is too large to transfer heat by conduction
effectively. The transition region has a relatively thin film with large
conductive heat transfer. Local dry-out patches also appear, as shown
in Fig. 1(b) and in [12], and the heat transfer is hindered by dry-out
regions (Section 4.3. The flat film region in Fig. 1(a), could not be
identified from a short-domain film deposited simulation.

4.2. Liquid-film temperature distribution and flow under evaporation

Fig. 8 shows the temperature contours of both the peripheral plane
and oblique axial plane. It shows that the contour with 7" = 300 K is
close to the liquid-vapor interface. The contours at the channel corner
suggest that some heat is stored as sensible heat, which is waiting to
be used for the heat of evaporation.
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Fig. 6. (a) Peripheral average of single slug-deposited film thickness versus the axial
location. (b) Liquid film thickness of the peripheral plane, at z = 14 mm. Locations
xy = 0 and 0.8 mm are the channel centers, xy = 0.4 mm is at the channel corner.
(c) The predicted peripheral-axial averaged thickness of both Taylor bubble film and
single slug-deposited film versus Reynolds number, and compared with the peripherally
and axially averaged film thickness in both circular 6,, and square channel §, ., [28]
when critical Reynolds number is reached. The error bars represent the axial variations.

4.3. Peripheral-averaged thermal conductance

Under local equilibrium, the total heat flow is used in liquid film
evaporation, and the phase-change mass flux at the interface is
T, -T, o)

Wy, = ———, (15)

£ Ahy,
where 4 is the total, local heat transfer coefficient through a wall
location, T, is the local wall temperature, and 4h,, is the heat of
evaporation. There is no thermal resistance in the gas, i.e., T, = T},.
The local conductive film heat transfer coefficient (specific conductance
G/A) is defined as
Gy ki

L =ph, =— 1
7 =M 5’ (16)
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Fig. 7. Isosurface of liquid volume of fraction ¢, = 0.5, at the diagonal plane, signifying three axial regions. Blue indicates liquid slug, and green indicates dry regions. This is a

snapshot of an animation (video) which can be found in Supplementary Material B.
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Fig. 8. Temperature contours of (a) the oblique axial plane, (b) the peripheral plane 5 mm upstream from the bubble head, subject to constant wall heat flux ¢ = 0.7 W/cm?.

where k; is the liquid thermal conductivity, and §,; is the local film
thickness. To examine the roles of conductive liquid film heat transfer
and phase change heat transfer, we apply local heat transfer balance.
Using the constant heat flux condition in the simulations, the total heat
transfer coefficient is
G q

Z_n

=—" . an
A Tr _Tlg

To observe the difference between the total heat transfer coefficient
and the conductive film heat transfer coefficient, the peripheral spatial
average of each coefficient is calculated respectively.

The peripheral spatial average of hy, (h),,, is defined as a pe-
ripheral average of the inverse of the liquid film thickness, <6,‘1)xy,
multiplied by the liquid film thermal conductivity,

(hk>xy = k1(51_1>xy'

where ( ),, is the peripheral average of a variable. Fig. 9 shows the
geometry and variables used in calculating (5,‘1)xy

o) =i/WLdyo
P w fo 800)

where W is the square channel width, and the diagonal connecting
upper-left vertex to the lower-right vertex is a line of symmetry. Thus,
only one side wall of the square channel is needed for integration.
(W, y,) is a location on the side wall. The interface is evaluated by
a function f(x), and the local film thickness 6;(y,) is defined as the
shortest distance from this location (W, y,) to the interface, i.e.,

6100) = pin(e) = min[(W — x)2 + (£ (x) — yo)*11/2.

When there is a dry-out, the interface is close to the channel wall and
the inverse of the local film thickness 5,(y0)_' will become extremely
large. A ceiling a, is used to define dry-out locations, and the inverse of
the film thickness 6,(y0)_1 is set to zero, i.e. the local film conductance
is zero. This can be expressed with a Heaviside function,

87 (o) = Hlag — 8,() " 18,(yp) ™",

where H(x) is the Heaviside function. Thus, combining Egs. (18), (19),
(20), (21), the conductive heat transfer coefficient(hk)xy is

18

19

(20)

(2D

k w
sy = 37 /0 Hlag = 8,(0)™ 18100)™" dyo- 22)
Similarly, the peripheral averages of total heat transfer (h),, is
w
)y = 1% /0 [T,(00) - T3, 1" dyp. @3)

Fig. 10(a) shows the variations of the peripheral-average film thickness
for two different axial locations of the bubble-tip. The peripheral aver-
age of the total heat transfer coefficient and conductive heat transfer

A
Wy,
x (0,0)

Fig. 9. Illustration defining the variable liquid film thickness §, and the shortest
distance between the wall and meniscus.

coefficient vary axially due to the axial variations of the film thickness.

Fig. 10(b) shows the divisions of the constant wall heat flux ¢ into
film conduction, slug convection, and dry-out waste. Before the bubble
head comes, all the wall heat flux goes to slug convection and is stored
as sensible heat in the liquid. Some of the sensible heat will be used
for film evaporation after bubble tip arrives. The sudden increase of the
film conduction around the bubble head region is potentially caused by
local thermal nonequilibrium. Overall, slug convection is the dominant
heat transfer mechanism before the arrival of the bubble-tip, while film
conduction is the dominant heat transfer mechanism after bubble-tip
reaches a certain location.

The heat transfer coefficient of these two bubble-tip locations are
shown in Fig. 10(c). Eq. (17) gives the total heat transfer coefficient
h, while Eq. (16) gives the conduction heat transfer coefficient hy,
and the difference between i and h, is designated as the convective
heat transfer coefficient h, if the dry-out region is ignored. In the
transition and bubble head regions, from upstream to downstream, the
film thickness increases and the conductive heat transfer coefficient
(hi)xy (green curves) decreases. As it reaches the slug region, the total
(h),, is nearly equal to the convective (h,),,. The conductive heat
transfer coefficient vanishes in the slug, while the convective domi-
nates. In Eq. (21), a, is introduced to define the dry-out region. With
the vapor temperature constraint Eq. (2), the energy is not conserved
at that location under constant heat flux. This is shown as the red
area in Fig. 10(b). The corresponding equivalent dry-out heat transfer
coefficient is the red curve shown in Fig. 10(c). In Fig. 7, large dry-
out patches appear near the pinning location. The dry-out region is
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Fig. 10. When the bubble tip is at (i) z = 8.4 mm and (ii) 11.4 mm, (a) axial variations of the peripheral-averaged film thickness; (b) area of contribution division among heat
transfer mechanisms; (c) peripheral-averaged heat transfer coefficients for slug velocity. The results are for u, = 0.5 m/s and ¢ = 0.703 W/cm?, from Egs. (22) and (23). The

heated region ends at z = 10.25 mm.

caused by the depinning, which is explained in Section 3, and the film
evaporation. Since there is a decent amount of liquid stored around
the channel corner, the dry-out contribution does not increase as much
between the two times. Figs. 11(a) and (b) show the axial variations
of the volumetric evaporation rate and evaporation heat tranfer rate
compared with the prescribed surface heat flow. The evaporation rate
does not reach its maximum where the heat transfer coefficients are
their maxima. The liquid motion (convection) carries sensible heat
downstream, especially around the wall vicinity, as shown in Fig. 5(b).
Thus, some surface heat flow is stored as sensible heat until it is used in
film evaporation when the bubble tip (liquid-vapor interface) reaches
downstream locations. Then at some axial locations, the evaporation
heat rate is higher than the prescribed heat flux. This observation also
highlights the role of convective heat transfer (sensible heat carried by
the liquid motion).

In Fig. 12, (D/é;), is defined as the scaled peripheral-average
inversed film thickness (green solid curve), based on Eq. (22) where
we take the inverse first and then take the spatial average. (D/6)),, is
an accurate representation of the thermal conductance of local liquid

film in the square channel. D/{4,),, is defined as the inverse of the
scaled average film thickness (black solid curve), where we take the
peripheral average first and then take the inverse.D/(5,),, reflects the
thermal conductance of the liquid film in a circular channel with an
equivalent liquid film thickness. D/(3,),, is accurate for calculating the
film conductance in circular channels due to its axisymmetric geometry
but not for square channels. D{h),,/k; (gold solid curve) is defined as
the scaled total heat transfer coefficient, which is directly from the CFD
calculation. The black broken line is D/é; . using the constant Taylor
bubble film thickness from [28]. In the transition region, 5 mm < z <
9 mm, (D/4;),, is much larger than D/{5,),,, suggesting that the square
channel has a large specific thermal conductance due to its peripheral
non-uniform film thickness. Thus, the square channel has a better heat
transfer performance than the circular channel given the same average
film thickness.

The axially varying D(h),,/k, and (D/5,),, are averaged and pre-
sented by the green and gold broken lines in Fig. 12 and designated
as D(h),./k, and (D/§),,,. The peripheral varying film thickness
causes a major difference between (D/é),,. and D/(§;),,, which is
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Fig. 11. Axial variations of average (a) volumetric evaporation rate, and (b) the surface heat flow rate per unit length (P is the channel periphery) and evaporation heat transfer
per unit length (4, is the cross-section area), with the bubble tip located at (i) z = 8.4, and (ii) 11.4 mm.
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Fig. 12. Axial variations of the scaled inverse liquid film thicknesses. The gold curve and broken line represented the total heat transfer coefficient by CFD. The green curves
show the peripheral averaged inverse CFD film thickness distribution. The black curve is based on the CFD peripheral-averaged film thickness and the gray dash line is calculated

by the correlation at high Laplace number from [28].

presented as an axially averaged value. Liquid convection also makes
a considerable contribution to the heat transfer, causing the difference
between the gold and green broken line. To quantify these differences,

we define two corrections a;; (for non-uniformity of square channel
film) and g, (for convection)

_ <D/5I>xyz _
01/5 = m = 172, (24)
D<h>xyz/kl
= ——=124. 25
K <D/5l>xyz ( )

These two corrections are used to modify the square channel thermal
conductance calculations based on a Taylor thickness 6, .. Here we
assume these constants can be used for other fluids and conditions for

10

the square channel OHP, which is explained in Section 7.
5. Liquid-film based internal OHP thermal conductance

5.1. Ideal OHP conductance

A simple model for the OHP conductance, first developed in [28], is
adopted and modified in this study for a square channel by CFD predic-
tions and experiments. The analytic model poses an upper limit on the
thermal conductance (lower limit on thermal resistance), based on the
assumption of complete film coverage lining the OHP channel. We also
assume that the heat transport in OHP is dominated by evaporation
and condensation through the thin liquid film (latent heat transfer).
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Using these assumptions, and considering the surface areas available for
evaporation and condensation (the outer surfaces of the channels), the
expression for an ideal, upper-limit, square channel OHP conductance
is given by

k(1 1\
et (Lo 1)
! 61,sc,c Ae Ac

where A, and A, are the channel wall areas in the evaporator (heater)
and condenser (cold plate) sections, respectively. The specific conduc-
tance of the liquid film k,;/§, ;.. is modified for the square channel
geometry, based on the correlation for circular channels (5,.). The
effective film thickness for heat transfer in the square channel is

as

(26)

27)

6I,xc,c = 5[,0,

a,a1/5
where a, 5 accounts for the peripheral variation in the square channel
film thickness, and q, describes the contribution of liquid convection to
the heat transfer in the liquid film [Egs. (24), (25)]. Finally, a; accounts
for the spatial occupancy of the two different types of liquid film in 1-D
simulations and CFD [Eq. (14)]. Thus, these three coefficients describe
the deviation of the effective film thickness for heat transfer in a square
channel when compared to a circular channel. The calculation of each
coefficient is described in more detail, in Sections 3 and 4.

The constant liquid film thickness 6, in a circular channel is
calculated by the empirical relation developed by [34], which described
the thickness of the Taylor-type liquid film as a function of the plug
Reynolds number. At high Reynolds number flow, the liquid film
reaches a constant thickness independent of the slug velocity, given by

106 DLap, /3
1+ 576Laj, =2/ + 7765La, "0 — 5914La;, 0640

under the constraint that Re; > 2000. The Laplace number describes
the fraction of surface tension to diffusivity with the diameter used as
the characteristic length, and this is given in Eq. (13). Since the Laplace
number depends on the fluid properties, the simple model we propose
can also be extended to other working fluid configurations in OHPs.
This correlation applies only in the high heat flux OHP limit (when
slug velocities are largest), so G5 represents an upper bound on the
OHP conductance that could only be reached at the highest heating
input. Eq. (28) can also be approximated as proposed in [28] by

O (28)

610 ~ 120DLap~%/3, (29)

5.2. Incorporating filling ratio and liquid slug convection

Eq. (26), the ideal OHP conductance, assumes complete film cov-
erage within the OHP. In reality, a fraction of the total OHP volume
is occupied by moving liquid slug regions, where the specific conduc-
tance is given by h;, which in our case, is about half as large as the
specific film conductance in the square channel, k,/§, ;... Considering
a parallel, 1-D heat flow to liquid slugs instead of solely to the liquid
film gives the modification below for Gy,

k h
G&lvn/:_l{l_ali [1 .
! Sl,sc,c

o) ()
kl/(sl,sc,c Ae Ac |
/

where a; is the modified filling ratio. The modified filling ratio repre-
sents the fraction of the whole domain that is occupied by the liquid
slugs (instead of the liquid films). In other words, the total OHP fill
ratio ¢, is divided into regions of liquid slug («)) and regions of liquid

film. Considering the liquid volume occupied by the liquid films, «; and
!

(30)

a; are related by
45/,50,0
o = a,’ + 5 1- al’), (31)

where 6, .. . = a;6; . and the constant film thickness §, . is given by Egs.
(28) or (29).

In this study, we estimate the value of A, of liquid slugs in two
ways. First, we relate the average liquid slug velocity u;, in OHP to the
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Fig. 13. Schematic of the FPOHP experiment setup [9]. The evaporator (Evap),
adiabatic (Ad), and condenser Cond) sections, and the location of thermocouples, are
shown.

applied heat flux ¢ in the evaporator using the correlation developed

in [28] which considers the minimum length of liquid slug L, , required

to replenish the thin liquid film during evaporation,
4qL§

Uy =——— (32)
! plDLs,aAhlg

where we assume L, ~ 1.75D for the square channel geometry. This
expression is idealized for an OHP operating in a unidirectional regime,
which can be achieved with vertical orientation or through the use
of check valves [35]. In an oscillatory regime, where liquid slugs are
continuously reversing travel direction in the channels such as with
the horizontal OHP considered here, Eq. (32) will overestimate the
averaged slug velocity. With known average liquid slug velocity, the
heat transfer coefficient to moving liquid slugs can be predicted using
the Nusselt number correlation for developed liquid flow in a square
channel, and this also accounts for the transitional regime common in
OHPs. This Nusselt number correlation is [36]

2200-Re, =5

exp( )
(N0 = (Nu),, 10 + w1 (33)
(Nu)p, (Nu)p,
where standard correlations for the laminar ((Nu)p, = 3.61) and

turbulent Nusselt numbers have been used for the square channel. The
average heat transfer coefficient can then be readily calculated using
(h;) = k;(Nup)/D. The other method by which we have incorporated
the single-phase convection to the liquid slugs is by averaging the
steady-state value of (h;) as predicted by the 1-D HMM simulations
described in Section 8. As mentioned earlier, the value of (k;) that is
predicted using the above correlation is likely to be an overprediction
compared to the 1-D HMM simulations due to the assumption of a
unidirectional-type flow in the former. Thus, if available, using the
value predicted by simulations provides a closer agreement of the
model with experimental data.

6. FPOHP experiments

FPOHP tests were conducted to obtain the experimental data at
various heat load inputs. Fig. 13 shows a schematic diagram of the
experimental setup. The specifications of the OHP are listed in Table 2.
The OHP was made of AlSilOMg by additive manufacturing using
the direct metal laser sintering method. The total width, length, and
thickness of the OHP are 90, 200, and 3.8 mm, respectively. The
channel has a square cross-section with a height and a width of 1.0 mm.
The total turn number is 42. R-134a was used as the working fluid. The
filling ratio of R-134a was «; = 0.45 of the internal channel volume.

The heat input is applied by a Kapton heater (OMEGA, KHA-303/5-
P) and a DC power supply (Sorensen XHR 300-2). The condenser
section is mounted on the cold plate via silicon-based thermal interface
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Table 2
Specifications and conditions of the FPOHP used in
the experiment.

Wall material AlISi10Mg
o 0.45
Working fluid R-134a
L, 90 mm
L, 10 mm
L, 90 mm
Total thickness 3.8 mm
D=W 1 mm
Turns 42

material. The cold plate is connected to a chiller which provides con-
stant sink temperature at 10 °C. Five type-E thermocouples were used
for temperature measurement. Thermocouple locations are shown in
Fig. 13. Temperatures were recorded every 2 s using the PC connected
to the data logger (Keysight 34972 A). The whole system is covered
with thermal insulation. The flow channels were ensured to be leak-
tight before charging, and there was no fluid leakage even under the
high pressures (several atm) within the channels during the operation.
We note that the individual tests were not repeated here; however,
at each heat input, the temperature data was taken with a time-
average of 10 min in the steady-state. All experiments are conducted
at a horizontal orientation where the effect of gravity is considered
to be negligible. The experimental set-up of the additively manufac-
tured FPOHPs is also reported in [37] for a similar square channel,
and in [38] for an FPOHP with embedded circular channels and ex-
perimental uncertainties associated with the equipment are discussed
there.

The thermocouples are only placed on the central axis since the
major temperature gradient (controlling the FPOHP thermal conduc-
tance) is in the axial (horizontal) direction, and the lateral temperature
changes are minor. This is confirmed by the 1-D HMM simulations
with the 3-D conduction effect discussed later. In addition, these ther-
mocouple temperatures fluctuate with time, so the 10-minute steady-
state average of the temperatures smooths any lateral temperature
variations.

Heat input Q was applied at 10, 20, 30, 40, 50, 60, 80, 100, 120,
140, 160, 180, 200, and 210 W to observe performance variation under
a wide heat input range. Thermal conductance was calculated using the
average temperature difference between the evaporator and condenser
and dividing by the applied heat input. The Type-E thermocouples
used have a 1 °C measurement error. This means the temperature
difference prediction used to calculate thermal conductance has a 2 °C
measurement error. The error is thus propagated into the thermal
conductance, and this uncertainty falls to about 10% in the high-heat
flux limit which is compared to the analytic model. The calculated
thermal conductance is presented in Fig. 14, along with an uncertainty
band based on the thermocouple measurement error. The thermal
conductance is lowest at the smallest heat input of 10 W and increases
as the heat input is increased. The maximum thermal conductance
FPOHP achieved was 18.0 W/K at a heat input of 210 W. As a general
trend, the thermal conductance of FPOHP with square channels was
lower than the previously presented thermal conductance of FPOHP
with circular channel at lower heat input (below 80 W), but it became
higher than circular channel’s conductance at higher heat input (above
100 W) [9]. In this case, the thermal conductance at 200 W was 17%
higher in the square channel FPOHP test.

Since the square and circular channels have identical hydraulic
diameters, the areas available for heat transfer (4, and A,) in the
square channel are larger by 4/z (27%) compared to the circular case,
due to the larger perimeter in the former. When the FPOHP thermal
performance is compared at the same heat flux ¢ accounting for the
areal differences, the thermal conductance is about 24% larger for the
square channel compared to the circular channel in the high heat flux
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limit. Since this difference is close to the advantage created by the
longer channel perimeter of square channels, it implies that the effec-
tive film thickness for both square and circular channels are similar in
this experiment, despite the peripheral non-uniformity and convection
advantages in the square channel [see Eq. (26)]. These differences in
effective film thickness between the square and circular channels may
be related to the flow regime (unidirectional versus oscillatory) or the
dry-out behaviors (especially in the square channel where thin-film
regions are more extensive) and are left for future study. However, we
note that other authors have reported a larger FPOHP thermal conduc-
tance advantage (> 27%) using the square channel when compared to a
circular channel with the same hydraulic diameter, in experiments [1].

7. Comparison of experiment with ideal conductance model

Fig. 14 compares the ideal conductance predicted using the various
corrections introduced in Section 5 to the related experimental results.
The corrections made for the conductance prediction G are summarized
in Table 3.

The turquoise line in Fig. 14 is the ideal OHP conductance, where
the entire OHP inner channel surface is assumed to be fully covered
by evaporating/condensing liquid film following Eq. (26). Then, the
single-phase convection to liquid slugs is considered using the modified
filling ratio with Eq. (30), where h; was estimated using the 1-D HMM
averaged, high-heat load (h;) (black line), which brings the upper
limit prediction to better agreement with the experiment. From the 1-
D simulation, (h;) = 730 W/m?-K. In all the upper limit predictions,
the relevant fluid properties are evaluated at the average temperature

Table 3

Summary of modified, ideal square channel FPOHP thermal conductance G, starting
with the circular channel film thickness, adding the square cross-section and the slug
surface coverage.

Modification G

—1
G, = & (L + Ai) , 80 ~ 120DLa7

Ideal, circular channel [28] "

-1
Square channel liquid film G; = oL (AL + AL) s Blgee = —— 8y,

e Wd/s
a; =1.07,a, =124,a,,5; =172

Filling ratio and liquid slug convection G0 =Gy [1 —a (1 -7 /;’ )]
! 1/ %,se.e

40

35r

u m  Experiment - square channel FPOHP

100 150 200
Q,W

Fig. 14. Comparison of the experimental FPOHP conductance results with the predicted
upper limits. The green line is based on complete film coverage, while the black line has
been adjusted for convection to moving liquid slugs by using the modified filling ratio
a; and 1-D HMM simulation results. The light red band is to indicate the experimental
uncertainty.
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Fig. 15. Schematic of the cross-section of the FPOHP as tested in the experiment, and
as modeled using the 1-D HMM simulations.

between the evaporator and condenser (at the highest tested heat
input).

We note that the predictive power of the analytic model for the
square channel FPOHP may be limited by using the CFD-predicted cor-
rections for circumferential inhomogeneity a,; and liquid convection
a, from the simulation using a single fluid and operating condition.
However, experiments [10] and simulations [15] have suggested that
the circumferential geometry trends do not change significantly with
various working fluids. For example, in Fig. A.1. of the Supplementary
Materials, ethanol, water, and R-134 corner and center film thicknesses
fall within the same range, and so does the ratio of &, ., to 6, -
Convection within the thin liquid film is expected and may change
depending on the fluid thermal conductivity; however, this correction
is minor compared to the circumferential inhomogeneity factor. Cor-
rections of choice may be omitted from the model, depending on the
desired conditions. The constant liquid film thickness §,. used in the
model is a function of the fluid surface tension, viscosity, density, and
channel size using the hydraulic diameter, through the Laplace number
[Egs. (28), (29)]. The model is suited for the high heat flux steady-
state operating condition (for circular channels this is when a critical
Reynolds number is reached [28]). Unsteady or transient behaviors are
not captured since these phenomena can not easily be included in a
thermal conductance relation, and some of these transient behaviors
are irrelevant (such as the stop-over phenomena) [39].

8. 1-D heat-mass-momentum conservation simulations including
3-D conduction

The 1-D heat-mass-momentum (1-D HMM) simulation first devel-
oped by [9] is adopted for simulations of the square channel FPOHP
setup that was experimentally tested, as described in Section 6. This
model simulates a 1-D chain of liquid slugs and vapor plugs by solving
the energy equation in the solid wall, liquid slugs, and vapor plugs. The
momentum equation is solved for liquid slugs considering the frictional
pressure loss in the turn sections. A heating plate is applied to the top
of the solid casing in the evaporator region, and a cooling plate is at the
bottom of the solid casing in the condenser region. The model simulates
the fluid channels in 1-D, but the channels are thermally connected to a
3-D conduction model which simulates the heat flow laterally between
channels and axially between the evaporator and condenser.
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After a transient period of heating, the vapor plugs and liquid slugs
in the simulation reach a steady-state oscillatory regime transferring
heat primarily by liquid film conduction during vapor plug evaporation
and condensation. Further details on the complete numerical model
can be found in the original articles [9,35,40,41], and this model has
previously shown reasonable agreement with the relevant experimental
results.

The original code was developed for a circular channel. In this
study, it is adopted for square channels by increasing the channel areas
by a factor of 4/x. Here, the hydraulic diameter is equal to the channel
width, and this diameter is used for the relevant empirical fluid correla-
tions including the evaluation of the liquid slug heat transfer coefficient
[see Eq. (33)] and the frictional pressure loss. The simulation input
conditions to the 1-D HMM simulation are similar to the experiment
(see Section 6), and summarized in Table 2.

To decipher the negative conduction penalty caused by conduction
between adjacent OHP channels, we also simulate the same geometry
and configuration, but remove the 3-D conduction interaction. When
this is removed, the overall OHP conductance improves, which is
consistent with findings in [3]. At high heat flux, this effect diminishes,
but we predict a conductance penalty approaching 3.7 W/K in the limit
of high heat flux; this penalty improves the predictions of the ideal
conductance when compared with experiments.

The choice of the liquid film thickness in the 1-D-HMM simulations
6, has previously been used as a fitting parameter [9,35], but here
we have used the value of 17.5 ym based on the CFD predictions
described in Section 4, and predicted by Eq. (27). Thus, the effective
film thickness is about twice as thin when compared to the constant,
circular channel film thickness.

Fig. 15 shows a cross-sectional 2-D unit cell of the FPOHP as simu-
lated in the 1-D HMM model (as well as in the experiment). This unit
cell has peripheral symmetry but neglects the slightly wider spacing at
the ends of the structure. The channels occupy about 12% of the total
cross-sectional area. The heater is at the top surface, and there is an
equivalent one-sided cooling plate in the condenser region.

Fig. 16 shows the comparison of the thermal conductance among
the experiment, the complete 1-D HMM simulation, and the 1-D HMM
simulation when the 3-D conduction is removed, as described above.
The simulations were run for 300 s (with 3-D conduction) and 100 s
(without 3-D conduction) so that the steady-state condition was rea-
ched. The thermal conductance was predicted based on the time-
averaged temperatures of the evaporator and condenser (at steady-
state) and the heat load condition. The model shows reasonable agree-
ment with experiments using the CFD effective film thickness 6, ;. .. As
the heat load increases, the deviation between the 1-D HMM simulation
with (black points) and without (yellow points) 3-D conduction de-
creases but approaches a constant of around 3.7 W/K, as demonstrated
in Fig. 16. We use this conductance penalty in the next section to
improve our predictions, using Eq. (34). In Fig. 17, a snapshot from
the simulation during steady-state (at 290 s and heat input of 150 W) is
shown. The notable features include Taylor-type bubbles (vapor plugs
with no dry-out region), and slug-deposited films (adjacent to a dry-
out region). We note the significant number of dry regions compared
to liquid film regions; this can lower the thermal conductance, causing
deviation of the experimental results from the ideal conductance model.

9. Discussion of non-ideal thermal conductance

As expected, the experimental results for the thermal conductance
are below the analytically modified ideal OHP conductance G;,. The
experimental results, as well as the 1-D HMM predictions, reach only
70% of this modified ideal limit. Possible reasons for this difference are
discussed in detail below.
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Fig. 16. Comparison of the conductance between the experimental results for a square
channel FPOHP, and the 1-D HMM simulation modified for the square channel, which
also includes the 3-D conduction paths in the solid-plate system (black data). The yellow
data is the result when adjacent OHP channels are not permitted to thermally interact.
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Fig. 17. Snapshot of the 1-D HMM simulation during steady state. Liquid slugs (dark
blue), dry regions (white), and liquid films (light blue) are noted. The blue rectangle
behind the OHP is the condenser region, while the red rectangle is the evaporator
region. A significant portion of the channel volume appears dry, and this lowers the
OHP conductance.

9.1. 3-D solid conduction between adjacent channels

In typical FPOHPs, a large fraction of the cross-sectional area is
occupied by solid material. As mentioned earlier, [3] determined that
the heat transfer between neighboring channels reduces the overall
FPOHP conductance, and this has been attributed to an equilibrium
effect between the adjacent OHP channels that acts to reduce the char-
acteristic oscillation effect [4]. Using 1-D HMM simulations with and
without this transverse thermal interaction between the OHP channels,
we quantify the corresponding penalty on the OHP conductance for the
configuration tested here. The magnitude of this effect decreases with
increasing heat flux, as also verified by [3], approaching a conductance
penalty of about 15% at the highest test heat flux. In this study,
using the 1-D HMM simulations described in the previous section, we
also estimate a conductance penalty due to this interaction and then
calculate a final correction to the ideal OHP conductance G, including
the modified filling ratio, as

Gs.al e = G =~ AG3pi. (€D)]
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Fig. 18. Comparison of the experimental FPOHP conductance with the predicted upper
limits. The green line and the black line are the same as before (Fig. 14), while the
yellow line is an adjustment based on 3-D conduction made from Eq. (34) using the
1-D HMM simulation results.

The addition of this penalty to Fig. 14 brings the experimental results to
closer agreement with the conductance model, and the adjusted results
are shown in Fig. 18

Although bringing the model to closer agreement with the exper-
iment, the 3-D conduction correction considered here is not compre-
hensive for this effect, since it is based only on the experimental
specifications considered in this R-134a experiment. The analytic model
establishes an upper-limit thermal conductance where this effect does
not exist, and there have been some attempts to mitigate this negative
transverse conduction effect [3,42]. Using the 1-D HMM simulations to
determine a functional form of the conduction penalty is outside the
scope of the present investigation which focuses on a baseline thermal
conductance prediction.

9.2. Partial dry-out

The 1-D HMM simulations [9] and test flow visualizations [3] show
that the evaporator can contain large dry regions, which have a much
smaller specific conductance compared to the thin liquid film. A time-
average of the 1-D HMM results during the pseudo-steady state at
high heat flux reveals that around 25% of the OHP channel length is
occupied by dry regions (regions with no liquid film). This is also shown
in Fig. 17. The partial dry-out significantly reduces the OHP thermal
conductance since the heat transfer coefficient between the wall and
dry vapor is small. The presence of dry vapor also modifies the amount
of liquid film in the OHP channels due to the volume constraints of the
filling ratio. That is, @, = a; + 4”‘5;"" (1-a; - a,) where a, is the volume
fraction of dry regions. When the presence of dry regions (a; = 0.25)
is included in the ideal conductance model, the thermal conductance is
under-predicted by about 20% compared to the experiment.

It is expected that the 1-D HMM simulation overpredicts the fraction
of dry region in the OHP with square channels. Since the channel is
simulated as 1-D, the dry regions are considered to have no liquid
film coverage in the entire cross-section. However, as shown in non-
isothermal CFD (Section 4), corner films can persist because dry-out
first appears near the center of the channels away from the corner.
Therefore, the liquid film in corners can contribute to heat transfer
significantly, even where partial dryout has occurred.
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Fig. 19. The dimensionless, ideal upper limit conductance G*

1.0, with the slug coverage and 3-D conduction adjustments, compared to the results of R-134a and ethanol (red

and yellow data, respectively) experiments, which reach up to 80% of their limit. Water does not reach the required heat input (remains in a more flooded regime) to approach
its upper limit, as previously found [28]. The x axis is the heat input over the maximum tested condition (which varies significantly across different experiments).

9.3. Additional non-ideal thermal conductance considerations

+ Continued flooding of the condenser: the 1-D HMM simulations
show that even at high heat loads the condenser is still partially
flooded.

In experiments where the heating or cooling is one-sided, the
uniform channel surface heat flux assumption does not hold, and
heat flux to the corners and to regions between the corners will
not be the same. This will affect the heat transfer rate, as the
corners will have greater thermal resistance.

The ideal, axially uniform, liquid film thickness as assumed in the
model will not appear during evaporation or condensation due to
the dynamics of passing, film deposited liquid slugs.

10. Comparison of ideal conductance with additional experiments
using other fluids

To further validate the ideal analytic thermal conductance (or re-
sistance) model, a comparison is made with two additional FPOHPs,
one using ethanol [3] and the other using water [1]. Fig. 19 shows this
comparison using a dimensionless thermal conductance determined by
dividing the conductance by the ideal upper limit of the configuration,
ie.,
¢ =—0C

= (35)
Gop.af k)

For the water and ethanol experiments, the dimensionless G* uses
the convection correction only, while the R-134a experiment is also
corrected for the conduction effect [subscript k in Eq. (35)]. The
predicted convection correction for water and ethanol was made using
Eq. (33) since 1-D HMM simulations of these configurations were not
performed. In the ethanol experiment [3], a MEMS technique was
used to remove solid material between adjacent OHP channels in the
structure (to improve thermal conductance). Therefore, there is no need
to make the additional correction for 3-D conduction effects. For the
water experiment, the 3-D conduction effect was not included in the
thermal conductance, as this effect could not be predicted.

The FPOHPs described here have varying geometries and configu-
rations, so the heat input varies significantly across the experiments.
As a result, the heat input has been scaled to the maximum heat input
tested in the experiment, Q/Q, .-

The result using water suggests that a very large heat load is
required to sufficiently excite the liquid slug and vapor plug oscil-
lation, and reach closer to the upper limit regime. The same result
was obtained in the comparison by [28]. Water has a very large
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heat of evaporation Ah,, and this corresponds to small slug velocities
[Eq. (32)] meaning that the water OHP is likely to be heavily flooded
(liquid slugs are accumulated in the condenser region).

11. Conclusions

The 3D-printed square cross-section OHP are partially liquid-filled,
embedded, continuous, meandering capillary channels connecting the
heat input (evaporator) and heat extraction (condenser) sections. Once
the discontinuous liquid flow begins in the form of slugs, a portion of
the liquid becomes deposited as a thin liquid film due to the surface
adhesion forces. In this study, we have used isothermal and non-
isothermal CFD simulations to study the liquid film formed by a moving
slug. For the case of the circular cross-section, this liquid film has
a uniform thickness across the channel [28], while with the square
cross-section, the thickness is much greater in the corner regions. The
liquid film thickness grows rather slowly axially. The liquid film is
formed by surface adhesion, then due to curvature capillarity, the liquid
flows from the channel center to the channel corner, where the liquid
pressure is lower. This results in the thinning of the film in the channel
corner; however, the peripheral-averaged liquid film thickness for the
square channel is close to that of a circular channel (for the same
Reynolds number based on the hydraulic diameter). At high Reynolds
numbers, the area-averaged film thickness is slightly smaller for the
square channel.

The non-isothermal simulations allow for calculating the local and
averaged heat transfer coefficient (specific conductance), and due to the
peripheral film thickness variation, the average specific conductance
obtained by peripheral integration of the inverse of the film thickness
is larger than the conductance based on the inverse of the average
film thickness. The integrated inverse of film thickness is 1.74 times
the inverse of the average of the film thickness. The liquid motion in
the film has a convection effect that increases the specific conductance
by a factor of 1.24. Using these, a relationship for effective film
thickness is proposed and used in the proposed upper limit for the OHP
conductance. This ideal conductance is compared with experimental
results for an OHP with a square cross-section, embedded channel,
3-D printed OHP made of aluminum alloy, with a side dimension of
1 mm, and using R-134a as the fluid with a filling ratio of 0.45.
The experimental results show the commonly observed low-heat-load
(heat flux) flooding regime with reduced conductance and a constant
high-heat-load conductance regime (before dry-out begins) below the
predicted liquid-film based upper-bound conductance. This study offers
a simple, analytic relation for the ideal, internal thermal conductance
of square cross-section OHP based on complete film coverage. This
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relation is given G, = ! (L + Al ) , where the effective film thick-
c

Srsee \ A,
ness in the square chal‘llhel IS 8500 = ‘:; - 6, .» and the CFD-estimated
values of a5, a, and a, /5 are 1.07, 1.24,u1.72, respectively. The circular
channel film thickness is approximated as 6, ~ 120DLaj,~%/3. The ideal
conductance Gy, is then adjusted to consider the presence of the moving
liquid slugs by accounting for their single, liquid-phase convection, and
allowing for the 3-D conduction. Both of these effects reduced the ideal
conductance. The modified prediction of upper bound conductance
agrees well (up to 80 percent) with the experimental results. Compared
with the circular OHP, the square channel FPOHP has a better predicted
thermal conductance performance, due to its higher internal thermal
conductance. The 3-D conduction in the plate has a negative effect, but
the advantage of the internal conductance dominates in FPOHP.
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Appendix A. Supplementary materials

A. CFD validity studies: two-slug simulations and experiment com-
parison, mesh convergence, and multiphase models

B. Videos

(i) Peripheral distributions of the liquid velocity vector and liquid
volume fraction, in square channel. u,; = 0.5 m/s, R-134a, and W =1
mm.

(ii) Distributions of the liquid volume fraction «;, phase change rate,
and temperature, in square channel. ¢ = 0.703 W/cm?, ug; = 0.5 m/s,
R-134a, and W = 1 mm.

(iii) Peripheral distributions of the liquid volume of fraction and
evaporation rate, in square channel. g = 0.703 W/cm?, ug; = 0.5 m/s,
R-134a, and W = 1 mm.

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.ijheatmasstransfer.2025.126711.
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